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Abstract

Approximation Algorithms for Problems on Networks and Streams of Data

Luca Foschini

In this dissertation we investigate approximation algorithms for problems defined on networks and streams of data. The unifying theme of all problems discussed is that finding an exact solution to them is impractical. Such impracticality may stem from a provable time complexity characterization in a general computation model, or it may be dictated by constraints on the resources available to the algorithm.

The first problem concerns finding shortest paths in a network with time-variant transit times. We show that under minimal assumptions on the transit time functions, the complexity of the structure of the shortest paths between two network nodes over a time interval may overwhelm a decision maker; thus, it is crucial we devise strategies that approximate such structural complexity.

Another problem on networks presented considers coloring a graph on \( n \) nodes with \( k \) colors in such a way that all colors are used roughly the same number of times and the number of edges connecting two nodes assigned to different colors is minimized. We prove that the problem is hard to approximate even when restricted to tree instances. Despite this result, we were able to devise efficient approximation algorithms for a relaxed version of the problem on general graphs.
The second part of the dissertation studies problems on streams of data. In this model, a large stream of data is to be processed online using minimal time and memory per data item. These constraints are dictated by the restricted computational resources of the hardware processing the data, and by real time requirements. We first present a simple abstract framework for online approximation of time-series that yields a unified set of algorithms for the data stream model and other variations. Then, we implement our algorithms to solve the problem of identifying network traffic bursts at various and especially fine-grain time scales. The simplicity of our algorithmic framework allows our approximated burst detectors to be implemented directly in the operating system kernel or in constrained hardware such as routers.
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Dans ses écrits, un sâge Italien
Dit que le mieux est l’ennemi du bien.

Voltaire, La Bégueule (Contes, 1772)

The identity of the wise Italian who reportedly wrote that the best is the enemy of the good is not known. However, what we do know is that he or she was not the first in the history of mankind to advocate in favor of approximated problem solving.

Seemingly contrasting with the idea of mathematics being the epitome of the exact science, the notion of approximation has been entwined with mathematics since the ancient times. In the fifth century BCE pythagoreans made the eerie discovery, for the beliefs of the time, that the diagonal of a square is incommensurable with its side. That implies the impossibility of an exact finite representation of $\sqrt{2}$ in the decimal system—perhaps one of the first “negative results” in the history of mathematics. However, more than a thousand years before that, the Babylonians were already able to compute an approximation of $\sqrt{2}$ at six decimal figures. Since the dawn of time, mathematicians has been confronted with the impossibility of eradicating uncertainty wholly, and have
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thus developed ideas and tools to cope with uncertainty, by rigorously modeling and confining it.

In the last few centuries, techniques to provably confine the error of an approximated solution have become widespread, as the blossoming of astronomy and engineering fostered development of iterative numerical methods, ancestors of modern approximation algorithms. In the 17th century Kepler made extensive use of Simpson’s rule to approximate definite integrals—more than a hundred years before Simpson was born. Numerical methods for root finding, derivation, and integration were common knowledge as early as the 18th century.

This is also the time when the idea emerges of quantifying the tradeoff between the accuracy of an approximation method and the number of steps the method requires to achieve such an accuracy. The driving concept is the notion of convergence: the optimal solution to the problem is still the goal longed for, but it can only be achieved in the limit.

With the advent of computers—approximated devices par excellence, right from their core of number representation in floating point—numerical methods flourished. However, as the possibilities of mechanizing computation brought about by computers expanded, it became increasingly clear that such expansion could not be limitless, for computers resources are known and finite. To make the matter worse, advances in the newborn discipline of computational complexity indicated that many problems
of practical interests are most likely not solvable exactly, even when computational resources are allowed to be growing polynomially in the size of the problem instance.

This caused a paradigm shift in the field: In the last fifty years the focus has changed from asking *how long* it takes to optimally solve a problem, to the rather reverse perspective of *how well* a problem could be solved using the given amount of resources. The resources of interests are valuable quantities such as time, memory, and in recent years, energy. Such a change of perspective has reduced the importance of the notion of convergence: The optimal solution is no longer the ultimate goal and solving a *relaxation* of the original problem whose solution can be proved to be close to that of the original problem becomes sufficient, and sometime more desirable.

The field of computer science has thrived around these new ideas, and recent times have seen the study of approximation algorithms take center stage. The need for efficient approximation algorithms has furthermore been recently amplified due to fundamental changes that have reshaped the relationship between hardware, data, and applications.

First, applications have become more complex, and the focus of what can be computed has broadened from numbers (roots, integrals, derivatives) to more complex structures: routes, documents, images. What is the best document in a collection that matches a given query? What the best path to go from town A to town B when there is traffic? What is the image of an album that most closely matches a given picture? Ana-
lyzing and storing complex structures require more resources, thus calling for sketching and other approximated representations.

Second, the amount of data processed by applications increases at a restless pace: The document collection of web pages has topped one trillion pages, the traffic measures increase everyday as new sensors are being installed, and hundreds of new pictures are being taken every second and uploaded to the web.

Finally, the explosion on the amount and complexity of data and application is closely complemented by the rise of an array of hardware devices with limited capability, such as sensors and mobile devices. These devices are heavily constrained as far as computational power is concerned and they require trading optimal solution for more lightweight computational demands.

These three factors have all contributed create a breed of new problems, mostly of combinatorial nature, for which the computational power to compute an exact solution cannot be afforded and resorting to approximations is paramount.

This dissertation finds its place in the scenario depicted. Here, we analyze several problems coming from diverse domains of computer science. All these problems have in common the leitmotiv that they are “hard” to solve in the specific domain in which are defined, in the sense that the resources required to compute an exact solution in the general case cannot be afforded. The hardness might come from a provable disheartening time or space complexity characterization in a general model of computation, or it may
be dictated by specific constrains in the resource available to solve the problem. The bottom line is that computing an optimal solution to any of the presented problem is impractical.

In what follows we present the problems and solutions discussed in this dissertation.

**Content of the Dissertation**

The dissertation is divided into two parts. The first part, composed of Chapter 1 and 2 studies problems on weighted graphs.

In Chapter 1, we study the problem of finding a time dependent shortest path in a $n$-node graph where delays on the edges are functions of time. Since delays are time-variant, shortest paths will change with time too, that is, different paths will be optimal at different times. We prove that if the delay functions are piecewise linear (PWL) with a polynomial (in $n$) number of breakpoints then the shortest path can change $n^{\Omega \log n}$ times and the bound is (polynomially) tight. This implies that if one wants to plot the arrival time to destination as a function of the departure time, the plotted function might change slope a super-polynomial number of times. To overcome this issue, we present an approximation algorithm to plot such function using much fewer breakpoints but retaining a relative-error type guarantee on the arrival time at destination.

Chapter 2 considers the problem of balanced partitions of graphs, where the problem is to color nodes of a $n$-node graph with $k$ colors such that each color is used at most
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\[ \lceil \frac{n}{k} \rceil \] times and the number of edges connecting nodes of different colors is minimized.

We prove that the problem remains hard on unweighted trees even if either the diameter or the degree is restricted to be constant. On the positive side we give a PTAS for trees (in the bicriteria sense) that can be used in combination with tree-embedding results to improve on the best approximation factor known for the problem on general, weighted, graphs.

The second part of the dissertation, made of Chapters 3 and 4, considers problems defined on streams of data. The algorithms used in this model are required to compute statistics over a large amount of data, such as network packets, that can only be accessed online and one at a time. The algorithms are constrained to use a small memory footprint (usually sublinear in the stream size) and are required to process each element as quickly as possible (in time sublinear in the stream size).

In Chapter 3 we present an abstract framework for online approximation of time-series data that yields a unified set of algorithms for the data stream model and other variations. Our framework essentially develops a popular greedy method of bucket-merging into a more generic form, for which we can prove space-quality approximation bounds and offer simpler and unified algorithms.

The conceptual simplicity of our scheme translates into highly practical implementations, as borne out in our simulation studies: the algorithms produce near-optimal approximations, require very small memory footprints, and run extremely fast.
In Chapter 4 we apply the algorithms derived in Chapter 3 to the problem of identifying correlated traffic bursts at various and especially fine-grain, time scales. The combination of Giga-bit link speeds and small switch buffers have led to microbursts, which cause packet drops and large increases in latency. We present the design and implementation of an efficient and flexible end-host bandwidth measurement tool that can identify such bursts in addition to providing a number of other features. Managers can query the tool for bandwidth measurements at resolutions chosen after the traffic was measured. The algorithmic challenge is to support such a posteriori queries without retaining the entire trace or keeping state for all time scales. Our techniques can be implemented in routers and generalized to detect spikes in the usage of any resource at fine time scales.
Chapter 1

Shortest Paths in Time-Dependent Networks

1.1 Introduction

Time-dependent networks are used to model situations in which the cost of traversing an edge varies with time. While the general framework has many applications, the everyday problem of route planning on road networks is easily the most compelling. Due to varying congestion on roads during the day, both the time to travel from a source node $s$ to a destination $d$ and the optimal path between them can change over time. In fact, traffic conditions often create temporary bottlenecks that cause one to reach the destination at more or less the same time despite leaving much later, at a significant

*Parts of this chapter appeared in the following publications: [54, 55]
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reduction in travel time. By plotting the arrival time as a function of the departure
time, one can plan optimal-time paths, instead of optimal-length paths, as is the current
practice.

Besides their natural applications in the management and planning of complex
networks such as highways and communication networks, time-dependent shortest
paths are also a fundamental problem with non-trivial complexity issues and subtle
implications of model parameters. The problem has been studied since 1969 when
Dreyfus [40] observed that Dijkstra’s algorithm can be used to find a time-dependent
shortest path, given a starting time at the source node. Dreyfus implicitly assumed an
unrestricted waiting policy at intermediate nodes to ensure that if waiting at a node
results in an earlier arrival time (due to reduced congestion), then optimal wait times
are utilized at nodes. It turns out, however, that the choice of waiting policies and the
type of the edge cost functions have non-trivial implications on time-dependent shortest
paths, which were explored more fully in the 1980’s and 1990’s by Orda and Rom [103].
Their findings include, among other results, that if waiting is forbidden anywhere in
the network and the network is not FIFO (first-in-first-out), then the shortest path may
be non-simple and violate the subpath optimality property. There may also be paths
that traverse an infinite number of edges but still have finite delay. Thus, in these cases
neither Dijkstra’s algorithm nor the Bellman-Ford algorithm can find time-dependent
shortest paths, and variants of these problems are known to be NP-hard [112].
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In time-dependent networks, a non-FIFO edge is equivalent to a FIFO edge if waiting is allowed: one can always wait at the tail of an edge to optimize the arrival time at the head of the edge. In this chapter, therefore, we focus on the FIFO model, with the understanding that waiting at nodes is permitted to deal with any non-FIFO effects. The problem of shortest paths still exhibits surprising complexity, even when the edges are FIFO and their cost functions are piecewise linear and continuous. In particular, the complexity of the following natural problem, which is the focus of our work, has been open for some time: Given a source node $s$, compute the arrival time function at another node $d$ for all starting times at $s$.

Orda and Rom [103] and many others have considered this problem due to its special significance for planning. Rather than asking for the best path starting at a particular time, which is easily computed by Dijkstra’s algorithm, the goal here is to construct a travel planning map that gives, for any desired arrival time, the optimal time to depart so as to minimize the travel time. We should point out that in our problem time is considered a continuous variable, and so the problem has a distinctly different character from the discrete time version in which only a finite set of departure times is permitted [19, 21, 98]. In the discrete version, the complexity of the arrival time function is bounded by the
discreteness of the departure times, but the arrival time function may suffer from severe and unnatural discontinuities.\footnote{One can show that if the true travel time functions for edges are linear but are approximated discretely using fixed-size buckets, then the error in the travel time estimate can grow exponentially, depending on the slope of the linear functions.}

Orda and Rom [103] extended the shortest path finding paradigm of Bellman and Ford [53] to work with linear functions as edge costs, instead of scalar costs as in the non-time-dependent case. They left the computational complexity of the problem unresolved. Specifically, they presented the running time of their algorithm in terms of a functional complexity that “hides” the actual cost of composing and minimizing the arrival time functions. If the edge cost functions are piecewise linear, then their compositions and minimizations at intermediate nodes are also piecewise linear, but the number of breakpoints in these functions can grow, and this complexity is omitted from the analysis [103]. It is possible that Orda and Rom may have assumed that this complexity remains polynomially bounded, but no provable bound is known. In fact, in several subsequent papers, both in theoretical works as well as applied papers, the authors have simply presented the performance of their algorithms as if the size of the arrival time function is not much worse than linear [39, 70].

The most systematic study of the arrival time function’s complexity was performed by Dean [28, 29], who after an initial erroneous claim that the complexity is linear in
the number of the edge function breakpoints [28] conjectured that this complexity may be superpolynomial [29]:

In a FIFO network with piecewise linear arc arrival functions, the arrival function at a destination node can have a superpolynomial number of pieces.

Our Results A resolution of this conjecture is our main result. In particular, we show that in an $n$-node graph with (polynomial-size) piecewise linear edge cost functions, the arrival time function has complexity $n^\Theta(\log n)$ in the worst case. More specifically, even with linear edge costs, there exists an $n$-node graph in which the shortest path from a source $s$ to a destination $d$ changes $n^{\Omega(\log n)}$ times, or equivalently the arrival time function has $n^{\Omega(\log n)}$ breakpoints. On the other hand, for any $n$-node graph whose piecewise linear edge cost functions have at most $K$ pieces in total, the complexity of the arrival time function is at most $Kn^{O(\log n)}$. Both of these bounds assume that either the edges respect FIFO transit, or allow arbitrary waiting at nodes to deal with non-FIFO behavior of edges.

We analyze the complexity of the arrival time function by formulating connections to the parametric shortest paths problem [20, 64, 95]. The edge costs in both the parametric and the time-dependent shortest path problems are functions of the underlying parameter, but they interact in different ways. In the former, the cost of a path is the sum of edge costs parameterized by a parameter $\gamma$ that has the same value throughout the network, while in the latter, the parameter is time, which varies over the path through compositions: the arrival time at the second edge depends on the transit time over the
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first edge, and is different from the initial departure time, and so on. In order to use the
known lower bound on parametric shortest paths, we show how to transform an instance
of the parametric shortest path problem into a time-dependent one while retaining all the
breakpoints. The proof of the upper bound first reduces the problem to one with linear
cost functions, and then adapts an inductive argument due to Gusfield [64].

Despite the complexity of computing the full arrival time function, some queries on
it can still be answered efficiently in the worst case. We show that the minimum delay
path over a given departure time interval can be computed in polynomial time, without
having to compute the arrival time function explicitly. From a road network perspective,
the minimum delay path can be seen as the path that requires the least amount of time
spent on the road, given the option to freely choose the departure time within a specified
interval. We give an algorithm to find the minimum delay path whose departure time
lies in a specified interval in \(O(K)\) runs of a standard (fixed-departure-time) shortest
path algorithm.

Finally, we address the algorithmic question of computing the arrival time function.
We propose a \((1 + \varepsilon)\)-approximation scheme that computes a representation of the
arrival time function so that the travel time estimated using this approximation is at
most \((1 + \varepsilon)\) times the true value. If the maximum and minimum travel times are \(D_{\text{max}}\)
and \(D_{\text{min}}\), the approximation has size \(O(K^{1/\varepsilon} \log(D_{\text{max}}/D_{\text{min}}))\) and can be computed
using \(O\left(\frac{K^{1/\varepsilon} \log \left(\frac{D_{\text{max}}}{D_{\text{min}}}\right) \log \left(\frac{1}{K\varepsilon D_{\text{min}}}\right)}{\varepsilon}ight)\) calls to a standard shortest path algorithm,
where \( I \) is the length of the (departure) time interval over which the arrival time function is computed. We also describe a pair of output-sensitive algorithms for computing the arrival time function exactly, with running time dependent on the complexity of that function. Finally, we show that the total number of breakpoints is polynomially bounded if each piece of the edge cost functions has the form \( A(t) = at + b \), with slope \( a \in \{0, \alpha^{-\beta}, \alpha^{-\beta+1}, \ldots, \alpha^\beta\} \), for some \( \alpha > 1 \) and \( \beta \in \mathbb{N} \).

**Related Work**  
The study of shortest paths is a cornerstone of combinatorial algorithms. The classical algorithms, such as those by Dijkstra and Bellman-Ford [26, 53], compute shortest paths in a static network with fixed edge costs. Many applications, however, deal with a dynamic network in which the edge costs are subject to change. (Changes in the network topology, such as inclusion or exclusion of an edge, can also be modeled through edge costs.) Time-dependent networks are one way to model such dynamics, but there are others as well, which we briefly discuss below.

The dynamic shortest paths problem deals with insertion and deletion of edges in a graph, with a focus on maintaining a data structure for efficiently updating the shortest path tree from a single source or supporting fast shortest path queries between two nodes in response to such a change [34, 78, 111, 117]. The stochastic shortest paths problem attempts to capture uncertainty in edge costs by modeling them as random variables and computing paths with minimum expected costs [14, 101, 102]. The weighted region shortest paths [93, 94] problem models the dynamics of the environment in a continuous
space: the space is divided into regions and each region has a different speed of travel, however, the speed is not a function of time.

The problem that bears most similarity to time-dependent paths is that of parametric shortest paths. In this problem, the cost of each edge $e$ in the graph varies as a linear function of a parameter $\gamma$, i.e., $c(e) = a\gamma + b$. The shortest path from a source node $s$ to a destination node $d$ depends on the value of the parameter $\gamma$, and the goal in the parametric shortest path problem is to compute the shortest paths for all values of $\gamma$. A result by Carstensen [20] shows that in the worst case the shortest path from $s$ to $d$ can change $n^{\Omega(\log n)}$ times as $\gamma$ varies; a simpler and more direct proof of this lower bound is given by Mulmuley and Shah [95]. An upper bound of $n^{O(\log n)}$ is given by Gusfield [64].

A more restricted form of the parametric function is used by Karp and Orlin [71] and Young, Tarjan, and Orlin [124]. In their model the edge costs are defined as $c(e) = c_e - \gamma$. This simpler form is far more tractable and generally leads to only a polynomial number of distinct shortest paths. Recently, Erickson [41] also used this form to give an efficient algorithm for parametric maximum flow in planar graphs. However, it is the more general linear form studied by Carstensen and Gusfield that is relevant to our time-dependent shortest paths.

In two recent papers, Dehne et al. [31, 30] studied the time dependent shortest path in a setting similar to that described here. For piecewise linear cost functions, they
present an output-sensitive algorithm with time complexity proportional to the number of breakpoints in the arrival time function. They also give an additive approximation algorithm with polynomial complexity in the worst case.

Time-dependent shortest paths have also been studied from an applied perspective, with emphasis on empirical validation and applications [33, 39, 98, 99]. Our result shows that none of these algorithms can be expected to perform well in the worst case.

**Chapter Organization** The remainder of the chapter is organized as follows. Section 1.2 gives definitions and establishes basic facts about the time-dependent shortest path problem that are used in the following sections. Section 1.3 presents the $n^{\Omega(\log n)}$ lower bound to the complexity of arrival time functions. The result is complemented by the $n^{O(\log n)}$ upper bound given in Section 1.4. Section 1.5 describes our algorithmic results: a scheme to compute a minimum delay path, an algorithm that $(1+\varepsilon)$-approximates the arrival time function, output-sensitive algorithms to compute the arrival time function exactly, and an algorithm to compute the exact arrival time function efficiently when some conditions on the edge delay functions are satisfied. Section 1.6 concludes and discusses open problems.

## 1.2 Definitions and Preliminaries

We consider a directed graph $G$ with $n$ vertices and $m$ edges, where the cost of each edge is a piecewise linear function of time, representing the time-dependent delay along
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It. The edge costs respect first-in-first-out (FIFO), meaning that each linear segment in the delay function has slope at least $-1$. Instead of reasoning with delays, we find it more convenient to work with arrival time functions, as did Orda and Rom [103]. In particular, if $P$ is a set of paths with common first and last nodes $u$ and $v$, then $A[P]$ is the earliest arrival time function for $P$. $A[P]$ is a function of the start time $t$ at node $u$, written in full as $A[P](t)$, minimizing the arrival time at $v$ over all paths in $P$, for each value of $t$. (We use square brackets around the path set argument of $A[P]$ to emphasize that it is discrete; we use parentheses around the continuous $t$ argument.) We define simplified versions of the notation for three common cases:

- $A[e]$ is the arrival time function for an edge $e = (u, v)$, that is, $A[e](t)$ gives the time of arrival at vertex $v$ for travel on $e$ departing from vertex $u$ at time $t$. The function $D[e](t) \equiv (A[e](t) - t)$ is the delay or travel time along the edge $e$. Since travel times are nonnegative, $A[e](t) \geq t$ for all $t$.

- $A[p](t)$ is the path arrival function for the path $p = (v_1, v_2, \ldots, v_q)$ defined by functional composition as $A[p](t) = A[(v_{q-1}, v_q)] \circ \cdots \circ A[(v_1, v_2)](t)$.

- $A[s, d](t) \equiv A[P_{s,d}]$ is the earliest arrival time function for source $s$ and destination $d$, minimizing over the set $P_{s,d}$ of all paths in $G$ from $s$ to $d$, $A[s, d](t) = \min \{ A[p](t) \mid p \in P_{s,d} \}$.
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We denote by $K$ the total number of linear segments in all the edge arrival time functions $A[e]$. By a breakpoint, we mean a value of $t$ at which the slope of the arrival time function changes. In a piecewise linear function, the number of breakpoints differs from the number of linear segments by only one, so for the sake of notational brevity, we use the two counts interchangeably in our analysis, depending on the context. The following easy lemma characterizes the composition of $A[e]$ functions.

Lemma 1.2.1. Suppose that $x(t)$ and $y(t)$ are monotone, piecewise linear functions. Then their composition $z(t) = y \cdot x(t) = y(x(t))$ is also monotone and piecewise linear. If $z(t)$ has a breakpoint at $t = t_0$, then either $x$ has a breakpoint at $t_0$ or $y$ has one at $x(t_0)$.

**Proof:** The composition of monotone functions is monotone. For every $t_0$ such that $t = t_0$ is not a breakpoint of $x$ and $x(t_0)$ is not a breakpoint of $y$, $x$ and $y$ are linear functions $x(t) = at + b$ and $y(t) = ct + d$, for particular constants $a$, $b$, $c$, and $d$. Then $z(t) = y(x(t)) = c(at + b) + d$, which is linear in $t$. The functional form of $z(t)$ is fixed in the neighborhood of $t_0$, and so $z$ cannot have a breakpoint there. Thus $z$ is linear except at breakpoints derived from those of $x$ and $y$. □

1.2.1 Primitive and Minimization Breakpoints

Breakpoints of edge functions $A[e]$ are called primitive breakpoints. The function $A[p]$ for a path $p$ is the composition of edge functions; breakpoints of $A[p]$ that arise
from the primitive breakpoints of the composed functions are called primitive images. A primitive image $b_F$ in the function $F = f_q \cdot f_{q-1} \cdots f_1$ that occurs at $t = t_F$ is the image of a primitive breakpoint $b$ in some $f_i$ if $b$ occurs at $t = t_i$ in $f_i(t)$ and $t_i = f_{i-1} \cdot f_{i-2} \cdots f_1(t_F)$. The primitive breakpoint $b$ whose image is $b_F$ is called the preimage of $b_F$.

Breakpoints in $A[s, d]$ can be of two types, primitive images and minimization breakpoints. A minimization breakpoint occurs in $A[s, d]$ at some time $t$ if the arrival time of the path $p_1$ that was optimal at time $t - \varepsilon$ becomes larger than the arrival time of another path $p_2$ at time $t + \varepsilon$, for an infinitesimal $\varepsilon$. A minimization breakpoint $b$ occurs because of minimization at a particular node $v$ (the first node in the last section of $p_1 \cap p_2$), somewhere after $s$ and at or before $d$; each node $x$ in $p_1 \cap p_2$ from $v$ to $d$ has a minimization breakpoint at $t = b$ that is an image of the one at $v$. Figure 1.1 illustrates the two types of breakpoints. Informally, minimization breakpoints are created by the pointwise minimum operation on the arrival time functions among all the paths $p \in P_{s,d}$, while primitive images are the breakpoints that each path arrival function has as a consequence of being the functional composition of piecewise linear edge functions.

**Lemma 1.2.2.** If $x(t)$ and $y(t)$ are monotone, piecewise linear functions, then so is $\min(x(t), y(t))$.

It follows from Lemmas 1.2.1 and 1.2.2 that the function $A[s, d]$ is nondecreasing and piecewise linear.
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Observation 1.2.3. $A[s, d]$ can be partitioned into compact intervals (with respect to the parameter $t$) in which one combinatorial simple path of $G$ is optimal. These intervals are separated by minimization breakpoints in the piecewise linear function representing $A[s, d]$. (See Figure 1.1.)

The number of breakpoints of arrival functions is expressed as $B(\cdot)$. For instance, $B(A[s, d])$ is the number of breakpoints of the earliest arrival function between nodes $s$ and $d$. We give separate bounds on the cardinality of the sets of primitive images and minimization breakpoints. We first focus on primitive images.

Lemma 1.2.4. Two distinct breakpoints $b, b'$ in the monotone piecewise linear function $f_1 \cdot f_2 \cdots f_q$ are images of two distinct primitive breakpoints in the set of piecewise linear functions $\{f_1, f_2, \ldots, f_q\}$.

Proof: If $b$ and $b'$ are images of breakpoints from different functions $f_i$ and $f_j$, they are clearly distinct. If they are images of breakpoints from the same function $f_i$, then by Lemma 1.2.1 and associativity of functional composition their preimages occur at different $t$ values in the domain of $f_i$, and hence are distinct. □

The following key lemma shows that primitive breakpoints do not create too many images. In particular, while an exponential number of different paths may use an edge, a primitive breakpoint creates at most one image in the arrival time function at any node, and in particular in $A[s, d]$. 
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Lemma 1.2.5. Any two distinct primitive images \( b, b' \) in \( A[s,d] \) are images of two distinct primitive breakpoints among the functions \( A[e] \), for \( e \in G \).

Proof: If \( b \) and \( b' \) are images of breakpoints from different edge functions, then their preimages must be distinct. Therefore, we need to consider only pairs of breakpoints whose preimages belong to \( A[e] \) for the same edge \( e \in G \). Recall that \( A[s,d] = \min(A[p] \mid p \in P_{s,d}) \) where \( P_{s,d} \) is the set of all paths in \( G \) from \( s \) to \( d \). Any breakpoints whose preimages come from \( A[e] \) must belong to \( A[p] \) for some \( p \in P_{s,d}|_e \), where \( P_{s,d}|_e \) is the subset of paths in \( P_{s,d} \) that contain the edge \( e \). If \( e = (u,v) \), then by distributivity of function composition over the \( \min \) operation we can rewrite \( A[P_{s,d}|_e] = \min(A[p] \mid p \in P_{s,d}|_e) \) as

\[
\min(A[p] \mid p \in P_{vd}) \cdot A[e] \cdot \min(A[p] \mid p \in P_{su}),
\]

corresponding to the concatenation of the shortest path from \( s \) to \( u \) with edge \( e = (u,v) \), followed by the shortest path from \( v \) to \( d \). But the first and last terms in the composition are just \( A[s,u] \) and \( A[v,d] \), so we have

\[
\]

All three of the composed functions are monotone and piecewise linear, so Lemma 1.2.4 applies: if two distinct breakpoints in \( A[P_{s,d}|_e] \) are images of primitive breakpoints in \( A[e] \), they must be images of distinct breakpoints in \( A[e] \). \( \square \)
Corollary 1.2.6. In every $A[s, d]$ there are at most $K$ primitive images.

The preceding lemma bounds only the number of primitive breakpoints. The minimization breakpoints are harder to analyze, and they occupy much of the rest of the chapter.

1.3 Lower Bound

In this section we prove a superpolynomial lower bound on the number of breakpoints in the arrival time function $A[s, d]$. Our construction uses only linear cost functions $A[e]$ for all the edges, and our analysis is based on a lower bound for parametric shortest paths.

We remind the reader that, in the parametric shortest path problem, edges of a directed graph $G$ have weights that vary linearly with a parameter $\gamma$: for $e_i \in E$, $c(e_i) \equiv c_i(\gamma) = a_i \gamma + b_i$. The length of the shortest path from $s$ to $d$, which we denote by $L[s, d]$ to parallel our notation for time-dependent paths, is a function of $\gamma$. Specifically, $L[s, d] = \min(L[p] \mid p \in P_{s,d})$, the pointwise minimum of $|P_{s,d}|$ linear functions $L[p]$. Let $B(L[s, d])$ denote the number of breakpoints in this pointwise minimum $L[s, d]$, which is the number of times the shortest path from $s$ to $d$ changes over the domain of $\gamma$. The following result is due to Carstensen [20] and Mulmuley and Shah [95].
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**Theorem 1.3.1** ([20, 95]). There exists a layered graph $G$ with $n$ nodes, linear parametric edge weights, and two nodes $s$ and $d$ such that the number of breakpoints of $L[s,d]$ is

$$B(L[s,d]) = n^{\Omega(\log n)}.$$

In a layered graph vertices are arranged in groups, called layers, indexed in increasing order. The first layer consists of the single vertex $s$ and the last consists of the vertex $d$. All edges of the layered graph connect consecutive layers and are directed from the lower indexed layer to the higher indexed one. A layered graph representation is convenient in reasoning about parametric shortest paths because the addition of a constant weight to all edges between two adjacent layers preserves the relative order of all $s$–$d$ paths. This will be an important property for our lower bound construction.

The main idea in our lower bound is to transform an instance of the parametric shortest path problem into an instance of time-dependent shortest paths, by treating the parameter $\gamma$ as the time parameter $t$. A key difference between the two models is that while the cost of a parametric shortest path is simply the sum of its edge costs for a fixed value of $\gamma$, a time-dependent shortest path involves a varying (monotonically growing) time parameter $t$. In order to map a fixed $\gamma$ into a range of time parameters without distorting the breakpoints too much, we scale the edge delays down so that $\gamma (= t)$ does not change too much during the time it takes to travel from $s$ to $d$. In order to calculate the scaling correctly, we need all the edge weights to be nonnegative. Since linear parametric weights can be negative for some values of $\gamma$, we add an appropriately large
positive number to all edge weights. The following subsection describes the technical
details of our reduction.

1.3.1 The Reduction

Let the set of breakpoints in the worst-case parametric shortest path instance correspond
to the parameter values \( \gamma_1 < \gamma_2 < \cdots < \gamma_N \), where \( N = B(L[s, d]) \). We compute the
minimum edge weight in the interval \([\gamma_1, \gamma_N]\), namely \( c_{\min} = \min_{i} \min(c_i(\gamma_1), c_i(\gamma_N)) \),
and then modify the weight of every edge by adding \( W = \max(0, -c_{\min}) \) to it. In the
rest of this section we assume that the parametric costs \( c_i(\gamma) \) have been translated up
by \( W \), so that \( c_i(\gamma) \geq 0 \) for \( \gamma \in [\gamma_1, \gamma_N] \) and \( L[s, d] \) is the path length in the parametric
graph. Because the graph is layered, the addition of \( W \) to all edge weights preserves the
relative order of all \( s-d \) paths: the function \( L[s, d] \) is just translated upward by \( W \) times
the number of layers minus one.

Let \( \gamma_j \) and \( \gamma_{j+1} \) be two successive breakpoints of \( L[s, d](\gamma) \). Let \( p_j \) be the shortest
path from \( s \) to \( d \) during the interval \([\gamma_j, \gamma_{j+1}]\). (Our construction works even if \( p_j \) is
not unique, i.e., multiple paths have the same length function as \( p_j \), but for simplicity
assume \( p_j \) is unique.) Because the length of any path in \( G \) is a linear function of \( \gamma \), it
must be the case that for \( \bar{\gamma}_j = (\gamma_j + \gamma_{j+1})/2 \), every path in \( G \) not equal to \( p_j \) is strictly
longer than \( p_j \). Define \( \bar{L}_j = L[s, d](\bar{\gamma}_j) \) and let \( \bar{L}_j' \) be the length of the second-shortest
path at \( \gamma = \bar{\gamma}_j \). Define \( \Delta_j = \bar{L}_j' - \bar{L}_j \), and \( \Delta_{\min} = \min_j \Delta_j \).
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The total number of edges in any $s$–$d$ path is at most $n - 1$. Therefore, if we arbitrarily perturb the weights of edges at $\gamma = \bar{\gamma}_j$ by at most $\Delta_{\text{min}}/(2n) \leq \Delta_j/(2n)$, the path $p_j$ will continue to be the shortest $s$–$d$ path.

We now compute an $\varepsilon$-interval around $\bar{\gamma}_j$ such that variation of $\gamma$ within the interval keeps the weight perturbation small. Every cost function $c_i(\gamma) = a_i \gamma + b_i$ has finite slope $a_i$. If $a_i \neq 0$, we can choose a parameter $\varepsilon_i \equiv \Delta_{\text{min}}/(2na_i)$ so that $|c_i(\bar{\gamma}_j) - c_i(\bar{\gamma}_j + \varepsilon)| < \Delta_{\text{min}}/(2n)$ for any $\varepsilon$ with $|\varepsilon| < \varepsilon_i$. If $a_i = 0$, $|c_i(\bar{\gamma}_j) - c_i(\bar{\gamma}_j + \varepsilon)| = 0 < \Delta_{\text{min}}/(2n)$ for every $\varepsilon$, so $\varepsilon_i$ can be set to infinity. Define $\varepsilon_{\text{min}} = \min_i \varepsilon_i$. This is a constant that depends only on $G$ and the cost functions $c_i(\gamma)$.

**Observation 1.3.2.** Given a directed graph with real edge weights, multiplying all edge weights by a constant $\kappa$ does not change the combinatorial type of any point-to-point shortest path.

**Lemma 1.3.3.** Given a directed graph $G$ with parametric edge weights, multiplying every edge weight function by a constant $\kappa$ does not change the values of $\varepsilon_i$ and $\varepsilon_{\text{min}}$ defined above.

**Proof:** If edge weights are multiplied by $\kappa$, $\Delta_j$ and $\Delta_{\text{min}}$ are also multiplied by $\kappa$. The constant that multiplies $\gamma$ in the weight function $c_i(\gamma)$ changes from $a_i$ to $\kappa \cdot a_i$. The value of $\varepsilon_i$ is a ratio with $\Delta_{\text{min}}$ in the numerator and $a_i$ in the denominator, so the two $\kappa$’s cancel, leaving $\varepsilon_i$ unchanged. It follows that $\varepsilon_{\text{min}}$ is also unchanged. \(\square\)
Let $L_{\text{max}}$ be the maximum value of $L(s, d)(\gamma)$ over the finite interval of $\gamma$ bounded by breakpoints, i.e., $\gamma \in [\gamma_1, \gamma_N]$. We set the constant $\kappa = \frac{1}{2} \varepsilon_{\text{min}} / (L_{\text{max}} + \Delta_{\text{min}})$. By Observation 1.3.2, if we multiply each input cost function by $\kappa$, the resulting parametric shortest path problem has the same breakpoints as the original one, and by Lemma 1.3.3 the values of $\varepsilon_i$ and $\varepsilon_{\text{min}}$ are unchanged.

We convert the parametric shortest path problem to a time-dependent one by setting the time-dependent delay function $D[e_i] \equiv D_i(t) = \kappa \cdot c_i(t)$, that is, we scale the costs by $\kappa$ and equate the time $t$ with the $\gamma$ parameter. (Recall that $A[e_i] = D[e_i] + t$.)

### 1.3.2 The Analysis

We now show that the shortest $s$–$d$ path that leaves from $s$ at time $t = \bar{\gamma}_j$ is equal to $p_j$.

We first compute the arrival time $A[s, k](\bar{\gamma}_j)$ for each node $k$ on the path $p_j$. Without loss of generality assume that the nodes of $p_j$ are numbered sequentially from $s = 1$ to $d \leq n$. (Equivalently, the nodes are numbered by layers in the layered graph.) To relate the time-dependent shortest path to the parametric shortest path, we introduce the shorthand $\sigma_k = \sum_{i<k} D_i(\bar{\gamma}_j) = \kappa \sum_{i<k} c_i(\bar{\gamma}_j)$, which is $\kappa$ times the length of the $(k - 1)$-edge prefix of the parametric shortest path for $\gamma = \bar{\gamma}_j$.

**Lemma 1.3.4.** The arrival time at the $k^{\text{th}}$ node of the path $p_j$, $A[s, k](\bar{\gamma}_j)$, is at most $\bar{\gamma}_j + \varepsilon_{\text{min}} \frac{k-1}{2n} + \sigma_k$. 
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Proof: The proof is by induction. The claim is trivial for \( k = s = 1 \). Assuming that the claim holds for some \( k \geq 1 \), we prove it for \( k + 1 \). Because \( D_k(t) \) is a linear function, the delay for the edge \( e_k = (k, k + 1) \) is between \( D_k(\bar{\gamma}_j) \) and \( D_k(\bar{\gamma}_j + \varepsilon_{\min} \cdot \frac{k-1}{2n} + \sigma_k) \).

Note that \( 0 \leq \sigma_k \leq \sigma_d \leq \kappa \cdot L_{\max} < \varepsilon_{\min}/2 \). Because \( p_j \) has at most \( n - 1 \) edges, \( k < n \) and hence \( \varepsilon_{\min} \cdot \frac{k-1}{2n} < \varepsilon_{\min}/2 \). This means that the delay for \( e_k \) is between \( D_k(\bar{\gamma}_j) \) and \( D_k(\bar{\gamma}_j + \varepsilon_{\min}) \), i.e., the delay differs from \( D_k(\bar{\gamma}_j) = \kappa \cdot c_k(\bar{\gamma}_j) \) by at most \( \kappa \cdot \Delta_{\min}/(2n) < \varepsilon_{\min}/(4n) \). For convenience define \( A_k \equiv A[s, k](\bar{\gamma}_j) \). Because \( D_k(t) \) is nonnegative for all \( \gamma_1 < t < \gamma_N \), \( A_k \leq A_{k+1} \) for all \( 1 \leq k < n \). Then the arrival time at node \( k + 1 \) is

\[
A_{k+1} = A_k + D_k(A_k) \\
\leq \bar{\gamma}_j + \varepsilon_{\min} \cdot \frac{k-1}{2n} + \sigma_k + D_k(\bar{\gamma}_j) + \frac{1}{4n} \varepsilon_{\min} \\
\leq \bar{\gamma}_j + \frac{k}{2n} \varepsilon_{\min} + \sigma_{k+1}.
\]

It follows from the lemma that the arrival time at \( d \) is \( A[s, d](\bar{\gamma}_j) \leq \bar{\gamma}_j + \varepsilon_{\min}/2 + \sigma_d \).

As noted in the proof, \( \sigma_d < \varepsilon_{\min}/2 \), and so \( A[s, d](\bar{\gamma}_j) < \bar{\gamma}_j + \varepsilon_{\min} \). The cost (delay function) of each edge in \( G \) varies by at most \( \kappa \cdot \Delta_{\min}/(2n) \) during the interval \( t \in [\bar{\gamma}_j, \bar{\gamma}_j + \varepsilon_{\min}] \), which is the time interval needed to traverse \( p_j \) starting at \( t = \bar{\gamma}_j \). This means that, as argued above in the context of perturbing parametric shortest paths, \( p_j \) is the shortest \( s-d \) path for starting time \( t = \bar{\gamma}_j \). This is true for each \( j \) between 1 and 27.
Chapter 1. Shortest Paths in Time-Dependent Networks

\( N - 1 \), and so there are at least \( N - 2 \) combinatorial changes to the \( s\-d \) shortest path in the time-dependent graph between \( t = \gamma_1 \) and \( t = \gamma_N \). We have established the following theorem:

**Theorem 1.3.5.** There exists a graph \( G \) with \( n \) nodes and linear edge arrival functions \( A[e] \) that contains a pair of nodes \( s, d \) such that \( B(A[s, d]) = n^{\Omega(\log n)} \).

### 1.4 Upper Bound

We now show that the number of minimization breakpoints in any arrival time function in an \( n \)-node graph is \( K \times n^O(\log n) \), where \( K \) is the total number of linear pieces among all the edges of \( G \). The following crucial observation is key to the proof:

**Lemma 1.4.1.** Between any two adjacent primitive images, \( A[s, d](t) \) forms a concave chain.

**Proof:** If a minimization breakpoint of \( A[s, d] \) occurs at some \( t_0 \) where there is no primitive image, then \( A[s, d] = A[p_1] \) for \( t = t_0 - \varepsilon \) and \( A[s, d] = A[p_2] \) for \( t = t_0 + \varepsilon \), where \( \varepsilon > 0 \) is infinitesimal and \( p_1, p_2 \in \mathcal{P}_{s,d} \). That is, \( A[s, d] = A[p_1 \cup p_2] \) in the neighborhood \( |t - t_0| \leq \varepsilon \). Both \( A[p_1] \) and \( A[p_2] \) are linear in that neighborhood, because neither contains a primitive image, and the two intersect at \( t = t_0 \). The minimum of two linear functions forms a concave corner at their intersection. Since every corner of \( A[s, d] \) between two consecutive primitive images is concave, the lemma is proved. \( \Box \)
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A crude estimate that follows from Lemma 1.4.1 is that there can be as many minimization breakpoints between two adjacent primitive images as the number of different slopes in all possible $A[p]$, for $p \in P_{s,d}$. Unfortunately, this observation does not yield useful upper bounds, since the number of different slopes among all the possible paths from $s$ to $d$ can be of the same order as the number of paths from $s$ to $d$. As an example, consider the series-parallel graph shown in Figure 1.2 in which each of the $\Theta(n)$ edges $e_i$ can be chosen independently to belong to an $s$–$d$ path. If $A[e_i]$ is linear with slope equal to the $i^{th}$ prime number, and all other edges $e$ have $A[e](t) = t$, then the number of distinct slopes in all $A[p]$, for $p \in P_{s,d}$, is $2^{\Theta(n)}$.

To focus on the complexity of $A[s,d]$ between primitive images, we consider the case in which $A[s,d]$ contains no primitive images at all, namely when each $A[e]$ is linear. Let us define $A_{\text{lin}}[s,d]$ to be the minimum arrival time function over all paths $p \in P_{s,d}$, assuming that every $A[e]$ is linear. Then $B(A_{\text{lin}}[s,d])$ is the maximum number of minimization breakpoints in the $s$–$d$ arrival time function for linear edge functions in the layered graph.

Lemma 1.4.2. The number of breakpoints in the arrival time function for $s$–$d$ paths is at most $K$ times the maximum number for the same function assuming linear edge functions:

$$B(A[s,d]) \leq K \times B(A_{\text{lin}}[s,d]).$$
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**Proof:** Consider an edge \( e = (u, v) \in E \). If \( e \notin p \) for any \( p \in \mathcal{P}_{s,d} \), we can delete it from \( E \): its arrival time function \( A[e] \) cannot contribute to \( A[s, d] \). Otherwise, consider the restricted path set \( \mathcal{P}_{s,d | e} \), which is the subset of paths in \( \mathcal{P}_{s,d} \) that contain edge \( e \), and the corresponding function \( A[s, d | e] = A[v, d] \cdot A[e] \cdot A[s, u] \). If \( b \) is a primitive breakpoint of \( A[e] \), let \( b' \) be its image in \( A[s, d | e] \), that is, \( b = A[s, u](b') \). (It is possible that discontinuities may hide a breakpoint, i.e., if \( \lim_{t \uparrow b'} A[s, u](t) < b \) and \( \lim_{t \downarrow b'} A[s, u](t) > b \), but this does not affect the breakpoint location in \( A[s, d] \).)

Let \( PI \) be the union, over all edges \( e \), of the images in \( A[s, d | e] \) of the primitive breakpoints of \( A[e] \). Then \( PI \) is a set of values of \( t \), in the frame of reference of \( s \), the start of all \( s-d \) paths. Let us break the function \( A[s, d] \) at all \( t \in PI \). Some of these values of \( t \) are primitive images in \( A[s, d] \) at all \( t \in PI \). Some of these values of \( t \) are primitive images in \( A[s, d] \) and some are not, but all primitive images in \( A[s, d] \) belong to \( PI \). Therefore the function \( A[s, d] \) is concave between two consecutive elements of \( PI \), by Lemma 1.4.1. Between any two consecutive \( b, b' \in PI \), a fixed set of paths \( P \subseteq \mathcal{P}_{s,d} \) contributes to \( A[s, d] \), i.e., \( A[s, d] = \min( A[p] \mid p \in P) \) between \( b \) and \( b' \).

Let \( E_P \subseteq E \) be the set of all edges that belong to paths in \( P \). No edge \( e = (u, v) \in E_P \) has a primitive breakpoint in \( A[e] \) during the interval \( (A[s, u](b), A[s, u](b')) \), i.e., \( (b, b') \) mapped to \( u \)'s frame of reference. Thus we can replace the piecewise linear function \( A[e] \) by the linear function that is active during the interval \( (A[s, u](b), A[s, u](b')) \) without affecting the value of \( A[s, d] \) during the interval \( t \in (b, b') \). Likewise we can set \( A[e] = \infty \) for all \( e \notin E_P \) without affecting the value of \( A[s, d] \) during \( t \in (b, b') \). This
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gives a set of linear edge functions such that \( A_{\text{lin}}[s, d] \) is equal to the original \( A[s, d] \) during \( t \in (b, b') \). But \(|Pl| \leq K\), and so \( B(A[s, d]) \leq K \times B(A_{\text{lin}}[s, d]) \). \( \square \)

In the next theorem we bound \( B(A_{\text{lin}}[s, d]) \), the number of breakpoints in \( A[s, d] \) if all \( A[e] \) are linear.

**Theorem 1.4.3.** For any graph \( G \) with \( n \) nodes and linear arrival time functions \( A[e] \) at all edges \( e \in E \), \( B(A_{\text{lin}}[s, d]) = n^{O(\log n)} \), for any pair of nodes \( s, d \).

**Proof:** We define \( M(k) \) to be the maximum number of linear pieces on the arrival function between any pair of nodes in an \( n \)-node graph if shortest paths are restricted to use at most \( k \) edges. Clearly, \( B(A_{\text{lin}}[s, d]) < M(n - 1) \) as no path has more than \( n - 1 \) edges, and the number of breakpoints differs by only one from the number of linear pieces for a continuous piecewise linear function.

We prove that \( M(k) \leq (2n)^{[\log k]} \). For purposes of this proof, we use base-2 logarithms: \( \log \equiv \log_2 \). Thus if \( k \) is a power of two, then the bound is

\[
M(k) \leq (2n)^{[\log k]} = (2n)^{\log k} = k^{\log n} = k^{1+\log n}.
\]

The proof is by induction on \( p = [\log k] \).

The base of the induction is \( k = 1 \) and \( p = 0 \). In that case \( M(1) = 1 \), because there can be at most one single-edge path from \( s \) to \( d \), represented by one linear piece in the arrival function. But \( (2n)^{[\log k]} = (2n)^0 = 1 \), and so we have \( M(1) = 1 \leq (2n)^{[\log k]} \).
Assuming that the claim holds for $k \leq 2^p$, we now prove it for $k \leq 2^{p+1}$. Any $u-v$ shortest path with at most $2^{p+1}$ edges can be decomposed into two shortest paths, each with at most $2^p$ edges, passing through some middle vertex $w$. Consider the path set $P_{u,v|w}$ for which $w$ is the middle vertex. The arrival time function corresponding to $P_{u,v|w}$ is the composition of arrival functions corresponding to $P_{u,w}$ and $P_{w,v}$, each containing paths using at most $2^p$ edges, hence each with at most $M(2^p)$ breakpoints. Therefore the number of breakpoints in the arrival time function corresponding to $P_{u,v|w}$ is at most $2M(2^p)$ by Lemma 1.2.4. The set of $u-v$ paths with at most $2^{p+1}$ edges is the union of $P_{u,v|w}$ over all $n$ possible middle vertices $w$, with the subpaths before and after $w$ limited to at most $2^p$ edges apiece. Therefore, its corresponding arrival time function has at most $2n \cdot M(2^p)$ breakpoints. By the induction hypothesis, $M(2^p) \leq (2n)^{\lceil \log 2^p \rceil} = (2n)^p$, and so

$$M(2^{p+1}) \leq 2n \cdot M(2^p).$$

$$\leq 2n \cdot (2n)^p$$

$$= (2n)^{p+1}$$

$$= (2n)^{\lceil \log 2^{p+1} \rceil}.$$

Evaluating $M(k)$ for $k = n - 1$ completes the proof of the lemma. □

Combining Lemma 1.4.2 with Theorem 1.4.3, we obtain the following upper bound:
Theorem 1.4.4. For any graph $G$ with $n$ nodes, if the arrival time functions $A[e]$ at all edges $e \in E$ are piecewise linear with a total of $K$ segments over all $e$, then $B(A[s,d]) = K \times n^{O(\log n)}$, for any pair of nodes $s,d$. If $K$ is polynomial in $n$, then $B(A[s,d]) = n^{O(\log n)}$.

1.5 Algorithmic Results

The lower bound of Section 1.3 can be disheartening to anyone interested in computing the arrival time functions in a time-dependent graph. While one may hope that practical graphs are unlikely to exhibit such complexity, investigating the source of the complexity remains a challenging problem. In order to understand the scope of our lower bound, we can investigate important practical subclasses of graphs or design approximation schemes with provable bounds. We study four questions along these directions. First, we show that the minimum delay over a departure time query interval can be computed in polynomial time. This is somewhat surprising since the delay function over that time interval may have superpolynomial complexity. Second, we present an approximation scheme that constructs a small-size approximation of the travel time function. Third, we discuss output-sensitive algorithms to compute the arrival time function exactly. Finally, we show that the complexity of the arrival time function is much more well-behaved if we limit the slopes of the edge functions.
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Fixed Time Shortest Path Probes  In the next two section we will make extensive use of the concept of shortest path probes. A forward probe consists of running an instance of the shortest path algorithm (e.g., Dijkstra) for a given departure time $t$ to determine the corresponding arrival time $A[s, d](t)$. Similarly, a reverse probe runs the shortest path algorithm on the reversed graph $G^r$ obtained by reversing all edges of $G$ and inverting the arrival time function for each edge\(^2\), starting from a value $A$ and determining the time $t$ such that $A[s, d](t) = A$.

We measure the time complexity of our algorithms in terms of the number of calls to these shortest path algorithm probes.

1.5.1 Minimum Delay Queries

One important application of time-dependent shortest paths is finding the minimum delay for a departure time in a given query window. Let $D(t) = D[s, d](t) = A[s, d](t) - t$ be the delay function for the $(s, d)$ node pair. Because the delay function is concave between primitive breakpoints, the minimum occurs at those breakpoints or at the endpoints of the query interval. This simple observation allows us to find the answer to minimum delay queries in polynomial time.

\(^2\)Discontinuities in $A[e]$ map to horizontal edges in $A[e']$ and vice versa. For example, if an edge $e$ has a discontinuous function $A[e]$, i.e., $A[e](\tau^-) = x$ and $A[e](\tau^+) = y$ with $x < y$, then in $A[e']$ each time in the range $[x, y]$ maps to $\tau$: when traveling from $s$, one must arrive at edge $e$ at or before $t = \tau$ in order to reach the other end of $e$ at or before any time in the range $[x, y]$. 

Theorem 1.5.1. For any query interval \([t_1, t_2]\), the minimum delay path can be found using \(O(K)\) shortest path probes.

Proof: For each edge \(e = (u, v)\) with a breakpoint at time \(b\) in \(u\)'s frame of reference, we project \(b\) back to the temporal frame of reference of the source \(s\). To do this we use reverse shortest path probes from \(u\) to \(s\), computing the time \(b'\) in \(s\)'s frame of reference at which one has to depart in order to hit the breakpoint \(b\) on edge \(e\). This is the primitive image in \(A[s, d]\), if any, that is the image of \(b\). The union of all these breakpoint images, denoted \(PI\), is a superset of the primitive images of \(A[s, d]\); between any two consecutive times in \(PI\), \(A[s, d]\) is concave.

We perform forward probes at \(t_1\), \(t_2\), and all elements of \(PI\) inside \([t_1, t_2]\). This gives the corresponding values of \(A[s, d]\), and hence the values of \(D()\). (The values for elements of \(PI\) can be precomputed, if desired, or determined on the fly.) Because the function \(D(t)\) is concave between the sampled \(t\) values, the minimum delay in \([t_1, t_2]\) is the minimum of the computed \(D()\) values. □

1.5.2 \((1 + \varepsilon)\)-Approximation of the Delay Function

Although the worst-case complexity of \(A[s, d]\) is \(n^{\Theta(\log n)}\), in practice one may be satisfied with a lower-complexity approximation of the arrival time function. To quantify the approximation error, we focus on the delay function \(D(t) = A[s, d](t) - t\). A function \(D'(t)\) is a \((1 + \varepsilon)\)-approximation of \(D(t)\) if \(|D(t) - D'(t)| \leq \varepsilon \cdot D(t)|\).
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As noted in Section 1.5.1, the function $D(t)$ is concave between any two consecutive primitive breakpoints. Since the number of primitive breakpoints is only $O(K)$, we can reduce the problem of approximating $D(t)$ to $O(K)$ approximation problems for concave chains. While we do not have access to the concave chains explicitly, we can query them efficiently, using shortest path probes.

The Approximate Representation

The first step of the approximation is to break $A[s,d]$ (and hence $D[s,d]$) at all primitive images. Instead of trying to identify exactly those primitive breakpoints with images in $A[s,d]$, we simply break $A[s,d]$ at the images of all primitive breakpoints, even those that do not propagate into $A[s,d]$.

As in the proof of Theorem 1.5.1, we use reverse probes to find a set $PI$ of time values that is a superset of the primitive images of $A[s,d]$. For each pair of consecutive breakpoints $b, b' \in PI$, we use forward probes to find the corresponding values of $A[s,d]$ (and hence the values $D(b)$ and $D(b')$). The function $D(t)$ is concave between $b$ and $b'$; that is, for every $t_1, t_2, t_3$ with $b < t_1 < t_2 < t_3 < b'$, the point $(t_2, D(t_2))$ lies on or above the line segment from $(t_1, D(t_1))$ to $(t_3, D(t_3))$. The minimum value of $D(t)$ in $[b, b']$ is $D_{\text{min}} \equiv \min(D(b), D(b'))$, and the maximum value $D_{\text{max}}$ is between $D(\bar{b})$ and $2D(\bar{b})$, where $\bar{b} = (b + b')/2$.

A conceptually simple approximation for $D(t)$ slices the function horizontally, obtaining the following result.
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Lemma 1.5.2. If the edge arrival time functions have a total of $K$ linear pieces and the maximum value of $D_{\text{max}}/D_{\text{min}}$ over all the concave intervals of $D[s,d]$ is at most $R$, then there exists a data structure of size $O(K^{1/2} \log R)$ that represents $D[s,d]$ with relative error $\varepsilon$.

Proof: For each of the $O(K)$ chains, we find the intersections of $D(t)$ with the lines $y = (1 + \varepsilon)^k D_{\text{min}}$, for each $k \geq 0$ such that $(1 + \varepsilon)^k D_{\text{min}} \leq D_{\text{max}}$. Let the resulting sample points be $(t_i, D(t_i))$. Because $D(t)$ is concave in $[b, b']$, each slice generates at most two sample points, so the total number of samples is at most $2 \log(D_{\text{max}}/D_{\text{min}})/\log(1 + \varepsilon) \approx \frac{2}{\varepsilon} \log(D_{\text{max}}/D_{\text{min}})$. Linearly interpolating between consecutive sample points $(t_i, D(t_i))$ gives an approximation that is never greater than $D(t)$; the lower envelope of the supporting lines at all the sample points is a concave curve that is never less than $D(t)$. The worst-case error of either approximation is at most $\varepsilon$ times the actual value of $D(t)$, giving a $(1 + \varepsilon)$-approximation, as desired. $\Box$

Computing the Representation

Finally, we discuss the time complexity of computing the $D(t)$ samples needed by our procedure. It is not possible to perform the horizontal slicing of $D(t)$ directly, because shortest path probes have access to $A[s,d](t)$, not to $D(t)$. However, we observe that we can obtain an adequate approximation without precisely locating the $t_i$ such that $D(t_i) = (1 + \varepsilon)^i D_{\text{min}}$ for every $i \leq 2 \log(D_{\text{max}}/D_{\text{min}})/\log(1 + \varepsilon)$. It suffices to find
approximate sample points within a finer partition of the range. That is, we imagine slicing $D(t)$ into fragments with the horizontal lines $y = (1 + \varepsilon)^{k/2}D_{\min}$ (using twice as many values of $k$), and then find a sample point on each fragment. The values of $D(t)$ at consecutive sample points differ by at most a factor of $1 + \varepsilon$, so this sampling satisfies the criteria needed to prove Lemma 1.5.2.

We consider the problem of finding approximate samples for a single concave chain delimited by two consecutive primitive breakpoint images $b$ and $b'$. Let the horizontal span of the $i$th chain be denoted $I_i = b' - b$; the vertical range is bounded between $D_{\min}$ and $D_{\max}$. The total horizontal span of all $K$ chains is defined as $I = \sum_{1 \leq i \leq K} I_i$. Note that the slope of $D(t)$ is monotone decreasing inside the interval $(b, b')$, and by the FIFO assumption, the slope of $D(t)$ at $t = b'$ is at least $-1$.

We use a combination of forward and reverse shortest path probes. Note that reverse probes have a rather loose connection to $D(t)$, since the value of $t$ is not known a priori. We claim the following result.

**Theorem 1.5.3.** The total number of shortest path probes needed to compute the approximation of Lemma 1.5.2 is $O\left( K \frac{1}{\varepsilon} \log \left( \frac{D_{\max}}{D_{\min}} \right) \log \left( \frac{I}{K \varepsilon D_{\min}} \right) \right)$.

**Proof:** Consider the $i$th chain. We search for sample points on $D(t)$ using reverse probes on a prefix of $[b, b']$ and use forward probes on the remainder. Starting from $t = b$, so long as the slope of $D(t)$ is at least 1, we perform a reverse probe for $A = t + D(t) \cdot \sqrt{1 + \varepsilon}$, then set $t$ to the resulting time value $t'$. Because $t' \geq t$, we have
$D(t') = A(t') - t' \leq A(t') - t = D(t) \cdot \sqrt{1 + \varepsilon}$; that is, $(t', D(t'))$ is in the current fragment or the next one. But if the slope of $D(t')$ is at least 1, then $A[s, d]$ has slope at least 2 between $t$ and $t'$, implying that $A = t + D(t)\sqrt{1 + \varepsilon} \geq t + D(t) + 2(t' - t)$. Thus $t' \leq \frac{1}{2} D(t)(\sqrt{1 + \varepsilon} - 1) + t$, which implies that $D(t') = t + D(t)\sqrt{1 + \varepsilon} - t' \geq \frac{1}{2} D(t)(\sqrt{1 + \varepsilon} + 1)$. But $(\sqrt{1 + \varepsilon} + 1)/2$ is a constant fraction of $\sqrt{1 + \varepsilon}$, so this procedure performs a constant number of reverse probes in each fragment.

Once the reverse probes produce an interval $[t, b']$ with initial slope at most 1, we use bisection with forward probes to find the rest of the sample points. Observe that if the slopes of $D(t)$ at the ends of an interval of length $\ell$ differ by $\Delta$, then the maximum possible vertical error in the interval is bounded by $\ell \Delta$. Suppose that the current interval has length $\ell$, slope difference $\Delta$, and minimum $D(t)$ value $\overline{D}$ (obtained at an interval endpoint). If $\ell \Delta > \overline{D}(1 + \varepsilon)$, then we bisect the interval at its middle $t$ value with a forward probe and recursively partition the two subintervals. This gives a worst-case approximation error of at most $1 + \varepsilon$ between consecutive samples.

We can bound the number of bisection probes by considering the binary recursion tree generated by the bisection process described. The leaves of the tree correspond to the final intervals; the internal nodes correspond to the bisections. Each bisection halves the current interval. After $k$ bisections, the current subinterval has length $I_i/2^k$, and since $\Delta \leq 2$ the maximum error in this interval is at most $2I_i/2^k$. This implies that the height of the recursion tree is at most $\log(2I_i/(\varepsilon D_{\min}))$. The internal nodes of maximal depth
correspond to intervals with \( \ell \Delta > \overline{D}(1 + \varepsilon) \), therefore in any \((1 + \varepsilon)\)-approximation of the initial interval, at least one point must come from each such interval. The overhead cost of finding each approximation point using the bisection algorithm (Lemma 1.5.2 states that there are \( O(\frac{1}{\varepsilon} \log(D_{\text{max}}/D_{\text{min}})) \) points in the worst case) is then the number of bisections on a root-to-leaf path of the bisection tree for a single chain. This is bounded by the height of the recursion tree. The log-sum inequality extends the result for \( K \) chains, since \( \sum_{1 \leq i \leq K} \log(I_i / \varepsilon D_{\text{min}}) \leq K \log(\frac{1}{K \varepsilon D_{\text{min}}}) \). This gives the claimed bound and concludes the proof. \( \square \)

1.5.3 Output-Sensitive Algorithms

This section describes two output-sensitive algorithms for computing the arrival time function. We give both algorithms because their running times are strictly incomparable.

**Result-Directed Probing**

An algorithm similar to the approximation described in Section 1.5.2 can be used to compute the arrival function \( A[s, d] \) in an output-sensitive manner. That is, the time complexity is proportional to \( B(A[s, d]) \). Such a scheme is described in [30] and has complexity \( O((K + B(A[s, d]))(|E| + |V| \log |V|)) \) if a standard Dijkstra shortest path algorithm is used as a probe. To approximate a chain, the algorithm described in [30] starts from finding the endpoints of the chain, together with the linear segments incident to them belonging to the chain. Then, the intersection between the lines supporting the
two segments is computed as a point \((t_0, y_0)\) and a forward shortest path probe is made for the starting time \(t_0\) at which the intersection occurs. If the probe returns a value \(A[s, d](t_0) < y_0\) then a new segment of the chain has been discovered, and the algorithm recurses to the left and to the right of the new segment. Otherwise, if the probe returns a value \(A[s, d](t_0) = y_0\), meaning that a segment already discovered has been encountered, the recursion stops. Since each segment can be encountered in at most two shortest path probes, the total number of probes made is proportional to the number of segments on the chain.

**Kinetic Data Structures**

An alternative output-sensitive algorithm is based on the paradigm of kinetic data structures [13, 63]. This algorithm builds a data structure that represents the execution of Dijkstra’s algorithm for a fixed departure time. The algorithm then continuously varies the departure time, all the while updating the data structure to represent the execution of Dijkstra’s algorithm for the varying departure time. As the algorithm varies \(t\), it produces a representation of \(A[s, u](t)\) for every node \(u\) in the graph, and hence it computes \(A[s, d](t)\). The running time of this algorithm, described below is strictly incomparable with that of the algorithm of [30].

The idea is to run Dijkstra’s algorithm for a particular departure time \(t\) and build a set of *certificates* (predicates that are linear functions of \(t\)) that guarantee the correctness of the shortest path tree that Dijkstra’s algorithm computes. We then vary the departure
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time $t$ while maintaining the shortest path tree and a set of certificates that guarantee its correctness. This approach produces all the combinatorially distinct shortest path trees that exist for all values of $t$, producing each one as a modification of a similar, temporally adjacent neighbor.

Certificates are of two types, *primitive certificates* and *minimization certificates*. Primitive certificates ensure that the linear function corresponding to a single path remains unchanged until the failure time of the certificate; the failure of a primitive certificate corresponds to a primitive breakpoint at some edge. Minimization certificates ensure that a certain path reaches a given node first; failure of a minimization certificate corresponds to a minimization breakpoint in the graph $G$. Each certificate has a failure time $t_{\text{fail}}$ that is the earliest departure time after the current time $t$ for which the certificate fails.

The certificates are stored in a priority queue, with the one with the earliest failure time at the head. When a certificate fails, at least one node or edge in $G$ has a breakpoint, the combinatorial shortest path from $s$ to one or more nodes may change, and some number of certificates will need to be updated. (Real kinetic data structures spend considerable effort to make sure that few certificates need to be updated in response to any event; the structure described here does not.)

For every node $v \in V$, we create a fixed binary tree whose leaves are the incoming edges $(u, v)$. This tree represents a tournament among the incoming edges to determine
which edge carries the path that first reaches $v$ from $s$ for any given departure time. For simplicity, we may modify $G$ by expanding each node $v$ with in-degree $d$ into a binary tree with $d - 1$ nodes, height $\lceil \log_2 d \rceil$, and all internal edges with zero delay. This gives a graph $G'$ with $\Theta(m)$ nodes, each with in-degree at most two. We are now ready to claim our result.

**Theorem 1.5.4.** There is an algorithm that computes $A[s, v](t)$ for $t \in [t_0, t_1]$ in time $O(\log^2 n)$ times the total number of breakpoints of $A[s, v | e]$ over all edges $e = (u, v) \in G$.

**Proof:** We run Dijkstra’s algorithm on $G'$, starting from node $s$ at time $t_0$. Dijkstra computes a linear function at each node $v$ that represents $A[s, v]$ for the time interval containing $t_0$. Suppose that $v$ has two predecessors $u_1$ and $u_2$, and the shortest path tree for departure time $t_0$ contains $e_1 = (u_1, v)$ but not $e_2 = (u_2, v)$. The correctness of Dijkstra’s algorithm means that $A[s, v | e_1](t_0) < A[s, v | e_2](t_0)$, that is, the shortest path leaving $s$ at time $t_0$ and reaching $v$ via edge $e_1$ arrives before the shortest path with the same departure time and reaching $v$ via $e_2$. We turn this into a minimization certificate by computing the time $t_{\min} > t_0$ (if any) such that the linear function $A[s, v | e_1]$ becomes equal to $A[s, v | e_2]$; the failure time of the certificate is $t_{\min}$, or $\infty$ if the two linear functions do not intersect after $t_0$. A primitive certificate for each edge $e = (u, v)$ is computed by using the inverse of the linear function $A[s, u]$ to project the next primitive
breakpoint of $A[e]$ (if any) into the time domain of $s$; the resulting time $t_e$ is the failure time of the certificate.

The primitive and minimization certificates of the nodes and edges of $G'$ are placed in a priority queue ordered by the next certificate failure time. When the first certificate fails at some time $t_{\text{fail}}$, the linear function $A[s,v]$ changes for some set of nodes $v$. If a minimization certificate fails at $v$ (the shortest path using $(u_1,v)$ becomes more expensive than the one using $(u_2,v)$), then the shortest path tree changes at $v$. At the same time the functional form of $A[s,v]$ changes, along with $A[s,w]$ for all shortest-path-tree descendants $w$ of $v$ in $G'$. Likewise, if the primitive certificate for an edge $(u,v)$ in the shortest path tree changes, the functional form of $A[s,\cdot]$ for $v$ and all its shortest-path-tree descendants changes. If the primitive certificate for an edge $(u,v)$ not in the shortest path tree changes, then the minimization certificate at $v$ needs to have its failure time updated, but no other changes are required. In all cases, if the functional form of $A[s,v|e]$ changes for any edge $e = (u,v)$, then the minimization certificate at $v$ needs to have its failure time updated.

When the linear function $A[s,v]$ changes for a node $v$ but not for its predecessor $u$ in the shortest path tree, then we need to update certificates for all shortest-path-tree descendants of $v$. We traverse the subtree rooted at $v$, updating the functional form of $A[s,w]$ for each descendant $w$. We recompute the failure times of the primitive certificates for edges reachable from $v$ and the minimization certificates at nodes reachable
from $v$ and at the heads of non-tree edges reachable from $v$. We update the priority queue of certificates to account for new failure times. At the end of this procedure the shortest path tree is correct for paths leaving $s$ at time $t = t_{\text{fail}} + \varepsilon$ for an infinitesimal $\varepsilon$, the functional form of $A[s, v]$ is correct for each node $v$ and departure time $t = t_{\text{fail}} + \varepsilon$, and the priority queue identifies the next time greater than $t_{\text{fail}}$ at which a change to one or more arrival time functions will occur. The total number of certificates is $O(m)$—at most one per node and one per edge. The time to respond to the failure of a certificate $c$ is $O(|T_c| \log n)$, where $T_c$ is the set of edges $e = (u, v)$ of $G'$ whose arrival time functions $A[s, v | e]$ change due to the failure of $c$, and the logarithmic factor comes from priority queue operations. The edge set $T_c$ consists of the shortest path subtree in $G'$ rooted at the node or edge where $c$ occurs, augmented with the non-tree edges directed out of that subtree. In the worst case $|T_c|$ may be $\Theta(m)$, but in cases when it is smaller, the output-sensitive algorithm exploits that fact. Expressed in terms of the original graph $G$, $|T_c|$ is equal to the number of outgoing edges reachable from the certificate node/edge’s subtree, times a factor of at most $O(\log n)$ corresponding to the height of the tournament trees in which those edges participate in $G'$.

The worst-case running time of the algorithm is $O(\log^2 n)$ times the total number of breakpoints of $A[s, v | e]$ over all edges $e = (u, v) \in G$.  

The bound achieved by the preceding output-sensitive algorithm is incomparable with that of [30]. It requires only $O(\log^2 n)$ time per breakpoint, but processes all the
breakpoints in $A[s, v | e]$ over all $e = (u, v) \in G$, whereas [30] executes a full shortest path algorithm for each breakpoint, requiring $O(n \log n + m)$ time, but processes only those breakpoints that appear in $A[s, d]$. Depending on the relative sizes of these arrival functions, either algorithm may outperform the other.

### 1.5.4 Restricted Slopes

One of the simplest cases of time-dependent shortest paths arises when the slopes of the edge arrival time functions are restricted to $0$, $1$, and $\infty$: slope $1$ implies constant speed travel, slope $\infty$ models a temporary complete stop of traffic flow (e.g., due to sudden congestion or a traffic signal), and slope $0$ models release of the flow as the congestion clears. With these limited edge functions, the arrival function $A[s, d]$ does not suffer the superpolynomial complexity of the general case. In fact, the complexity of $A[s, d]$ is only $O(K)$. This fact was already noted in [30]. More generally, we show that the complexity is low (in fact, linear) if the edge functions have slopes in the set

$\{0, \alpha^{-\beta}, \alpha^{-\beta+1}, \ldots, \alpha^{\beta-1}, \alpha^{\beta}\}$

for some $\alpha > 1$ and $\beta \in \mathbb{N}$. That is, each edge has a piecewise linear cost function and each piece has the form $A(t) = at + b$, with slope $a \in \{0, \alpha^{-\beta}, \alpha^{-\beta+1}, \ldots, \alpha^{\beta}\}$. (The special slope $\infty$ may also be included without altering the complexity.) We call such a graph an $(\alpha, \beta)$-slope graph. We have the following theorem.

**Theorem 1.5.5.** In $(\alpha, \beta)$-slope graph, any $A[s, d]$ has at most $2(\beta + 1)nK$ breakpoints.
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Proof: The proof follows from the observation that the slope of a path arrival function along a path $p \in \mathcal{P}_{s,d}$ is the product of the slopes of the edge arrival functions $A[e]$ on the edges composing $p$. Since a path has at most $n - 1$ edges, there can be at most $2(\beta + 1)(n - 1)$ possible distinct slopes appearing in any path arrival function. Between any two primitive images, $A[s, d]$ forms a concave chain (Lemma 1.4.1), and hence no two segments with the same slope can appear in it. This concludes the proof. □

1.5.5 Average and Smoothed Bounds

In Section 1.3 we showed that the worst case complexity of $A[s, d]$ can be superpolynomial. However, when considering random cost functions drawn from a given distribution, it might still be the case that polynomial average complexity bounds could be provided. This is precisely the case for the parametric shortest path problem. Consider an instance of the parametric shortest path problem with edge costs in the form $a_c + \lambda b_c$ and define $\overrightarrow{a} = a_1, \ldots, a_m$ and $\overrightarrow{b} = b_1, \ldots, b_m$ the vectors of size $m = |E|$, then any path of the instance can be represented as $\overrightarrow{a} + \lambda \overrightarrow{b}$. In [102] the following average and smoothed bounds are given:

- if $\overrightarrow{a}$ and $\overrightarrow{b}$ are uniform random vectors in $\mathbb{R}^m$ then the expected number of points in the convex hull of all possible $\overrightarrow{a}$ and $\overrightarrow{b}$ is $O(m)$.
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- if \( \vec{a} \) and \( \vec{b} \) are \( \rho \)-perturbations (see Kelner and Spielman [73] for smoothed analysis reference) with \( \rho = \frac{1}{\sqrt{2m}} \) of two given vectors \( \vec{a}', \vec{b}' \in \mathbb{R}^m \) of points in the convex hull of all possible \( \vec{a} \) and \( \vec{b} \) is \( O(m) \)

The above results imply that the optimal frontier in the parametric shortest path problem (correspondent to \( A[s,d] \) in the time-dependent shortest path problem) has only a polynomial (linear) number of breakpoints on average, for random input costs drawn from the distributions considered above. It would be desirable that similar polynomial bounds could be extended to the time-dependent shortest path problem considered in this chapter. However, the analysis provided in [102] heavily relies on the edge-separability path cost of the parametric shortest path problem. That is, the cost of a path in the parametric shortest path problem is just the sum of the costs on the edges along the path. On the other hand, in the time-dependent shortest path problem the path costs are not edge separable. In fact, if the cost of a path is \( c + dt \) then \( c \) does not depend only on the constant terms of the edge costs on the path, but depends on the slopes as well, as it follows by cost composition along a path. For this reason, the results of [102] do not extent to the time-dependent shortest path problem considered here.

1.6 Closing Remarks

In this chapter we resolved a conjecture regarding time-dependent shortest paths, and showed that even with linear cost functions and FIFO edges, the arrival time function at a
node in an $n$-node graph can have complexity $n^{\Omega(\log n)}$. We also presented an upper bound of $Kn^{O(\log n)}$ if the total number of linear pieces over all the piecewise linear edge cost functions is at most $K$. If $K$ is polynomial in $n$, the arrival time function’s complexity is $n^{\Theta(\log n)}$. Nevertheless, and somewhat surprisingly, we presented a polynomial-time algorithm to find the departure time in a query interval that minimizes delay.

The arrival time functions for time-dependent and parametric shortest paths have equivalent complexity if the edge cost functions are (piecewise) linear, but their behavior diverges for higher-order edge cost functions. In particular, if the edge costs are represented by polynomials of degree $d$, then the arrival time function for the parametric shortest path remains a polynomial of degree $d$, while the time-dependent shortest path arrival function may have degree $d^n$.

Several open problems naturally arise from our work: Are there natural but rich classes of graphs for which the arrival time complexity remains polynomial? Results in [52] imply that the complexity is polynomially bounded in graphs of constant treewidth, but no other results on minor-excluded classes are known. For instance, what is the complexity for planar graphs? Our lower bound proof easily extends to constant degree graphs, so sparsity alone cannot lead to a better bound. We showed that if the slopes of the cost functions belong to a restricted class (powers of $\alpha$), then the complexity is polynomial. What other natural classes of linear functions lead to similarly reduced complexity? Another natural direction is to investigate the smoothed
complexity: does a small random perturbation of the edge arrival functions lead to small expected complexity of the overall arrival time function?
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Figure 1.1: Illustration of primitive and minimization breakpoints. The four subfigures at the bottom show the arrival time functions for the four edges in the graph. The figures on the top show arrival time functions for the path \((s, u, d)\) on the left, the path \((s, v, d)\) on the right, and the result of their pointwise minimization at \(d\), namely, \(A[s, d]\). The figures also show the progression of time: when following the path \((s, u, d)\), leaving at time \(t\) we reach \(u\) at time \(t_1\), and reach \(d\) at time \(t_2\). When following the path \((s, v, d)\), the arrival times are \(t'_1\) at \(v\) and \(t'_2\) at \(d\). Of these two paths, the latter is quicker for departure time \(t\), as shown in \(A[s, d]\). The subfigure for \(A[s, d]\) also highlights primitive images (drawn as circles) and minimization breakpoints (drawn as squares).
Figure 1.2: Each $e_i$ can be chosen independently for membership in a $s-d$ path.
Chapter 2

Balanced Graph Partitioning∗

2.1 Introduction

In this chapter we study the \textit{k-BALANCED PARTITIONING} problem. The problem asks for a partition of the \(n\) vertices of a graph into \(k\) sets of size at most \(\lceil n/k \rceil\) each. At the same time the total number of edges connecting vertices in different sets, called the \textit{cut cost}, needs to be minimised. \textsc{k-BALANCED PARTITIONING} is a notoriously hard problem. The special case of \(k = 2\), commonly known as the \textsc{Bisection} problem, is already NP-hard [57]. For this reason, approximation algorithms that find a balanced partition with a cut cost larger than optimal have been developed. We follow the convention of denoting the approximation ratio on the cut cost by \(\alpha\).

∗Parts of this chapter appeared in the following publications: [47, 48]
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Unfortunately, when $k$ is not constant even finding an approximation of the minimum balanced cut still remains infeasible. In fact, no finite approximation for the cut cost can be computed in polynomial time, unless $P=NP$ [8]. In order to circumvent the hardness results, researchers have investigated algorithms that compute solutions with relaxed balance constraints. By that we mean that the sets of the partitions are allowed to be of size at most $(1 + \varepsilon)\lceil n/k \rceil$ for some factor $\varepsilon > 0$. In most cases the algorithms proposed are bicriteria approximations, which approximate both the balance and the cut cost of the optimal solution. The approximation ratio achieved by these algorithms is measured by comparing the cut cost of the computed solution in which the balance constraint is relaxed, with the optimal cut cost of a perfectly balanced partition. That is, one in which each set has size at most $\lceil n/k \rceil$.

The $k$-BALANCED PARTITIONING problem has received some attention for the case $\varepsilon = 1$. This means approximating the perfect balance within a factor of two. For this case, the best result is by Krauthgamer et al. [83] who give an algorithm with approximation factor $\alpha \in O(\sqrt{\log n \log k})$ on the cut cost. However, it is not hard to imagine how the slack on the balance can be unattractive for practical applications. In parallel-computing, for instance, a factor of two on the balance in the workload assigned to each machine can result in a factor of two slowdown. This is because the completion time is solely determined by the machines with the highest workload. Therefore the case when $\varepsilon$ can be chosen arbitrarily between 0 and 1, is of greater practical interest. We call
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Figure 2.3: Two optimally partitioned binary trees. For the tree on the left \( k = 8 \) (with a cut cost of 10) whereas \( k = 9 \) (with a cut cost of 8) for the tree on the right. The numbers in the vertices indicate the set they belong to and the cut edges are dashed.

The resulting partitions near-balanced. No progress has been made on near-balanced partitions since Andreev and Räcke [8] gave an algorithm with \( \alpha \in \mathcal{O}(\log^{1.5}(n)/\varepsilon^2) \)—a significantly worse bound than the one for \( \varepsilon = 1 \).

As argued in [8], it is not surprising that the achieved ratio \( \alpha \) is worse for near-balanced solutions than it is in the case \( \varepsilon = 1 \). This is because typically the algorithms for \( \varepsilon = 1 \) work in two phases. First the graph is partitioned into components of size at most \( 2\left\lfloor n/k \right\rfloor \) while minimizing the cut cost. Then the components are packed into \( k \) bins. The fact that \( \varepsilon = 1 \) implies that any such returned components can be packed into \( k \) bins using a greedy algorithm. However this approach cannot be used to find near-balanced solutions. In fact, as \( \varepsilon \) approaches 0 and the constraint on the balance becomes more stringent, the cutting phase must be adapted to return components that can later be packed into bins of the required size. This fact significantly complicates the cutting phase.
2.1.1 Our Contribution

As argued above, the restriction to near-balanced partitions poses a major challenge in understanding the \textit{k-BALANCED PARTITIONING} problem. For this reason, we consider the simplest non-trivial instance class of the problem, namely connected trees. Even in this simple case the structure of the solution is not easily understood. Figure 2.3 gives an example of how balanced partitions exhibit a counter-intuitive behavior even on \textit{perfect binary trees}, as increasing $k$ does not necessarily entail a larger cut cost. Our results confirm this intuition when a perfectly balanced solution is required. Adapting an argument by Andreev and Räcke [8], we show that it is NP-hard to approximate the cut cost within $\alpha = n^c$ for any constant $c < 1$. This is asymptotically tight, since a trivial approximation algorithm can achieve a ratio of $n$ by cutting all edges of the tree. Interestingly, the lower bound remains true even if the diameter of the tree (i.e. the length of the longest path between any two leaves) is equal to 4. Instances of diameter at most 3 on the other hand, are polynomially solvable.

By a substantially different argument, we show that a similar dichotomy arises when parametrizing the complexity with the maximum degree $\Delta$. For trees with $\Delta = 2$ (i.e. paths) \textit{k-BALANCED PARTITIONING} is trivial. However, if $\Delta = 5$ the problem becomes NP-hard and with $\Delta = 7$ we show it is APX-hard. Finding where exactly the dichotomy arises, i.e. the $\Delta \in \{3, 4\}$ at which \textit{k-BALANCED PARTITIONING}
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Figure 2.4: Illustrations of best approximation factor $\alpha$ known against $k$ and $\varepsilon$, for general graphs (left) and trees (right). The plane $(\alpha, k)$ represents the case of perfectly balanced solutions ($\varepsilon = 0$) and shows that the restriction to trees does not significantly change the asymptotic behavior. However, for $\varepsilon > 0$ much better approximations can be devised for trees. This remarkable behavior can be partially adapted to general graphs via tree decompositions, allowing us to reduce the gap between the case $\varepsilon < 1$ and $\varepsilon = 1$ visible in the plot on the left.

becomes hard, is an interesting open problem. These results should be contrasted with a greedy algorithm by MacGregor [90] that can be modified to find perfectly balanced partitions for $k$ sets with $\alpha \in \mathcal{O}(\log(n/k))$, for trees of constant degrees.

On the positive side, we present approximation algorithms that compute near-balanced partitions for edge-weighted graphs. In this case the cut cost is measured by the total weight of the respective edge set of the solution. We show that when near-balance is allowed, trees exhibit a substantially better behavior compared to general
graphs. We present an algorithm for edge-weighted trees that computes a near-balanced partition for any constant $\varepsilon > 0$ in polynomial time. It achieves a cut cost no larger than the optimal for a perfectly balanced partition, i.e. $\alpha = 1$. In this sense the presented algorithm is a PTAS w.r.t. the balance of the computed solution. In addition, such a PTAS can be shown to yield an optimal perfectly balanced solution for trees if $k \in \Theta(n)$. On general graphs the problem is NP-hard for these values of $k$ [79].

In the last section of our chapter we capitalise on the PTAS we presented for trees to tackle the $k$-BALANCED PARTITIONING problem on general edge-weighted graphs. By decomposing a graph into a collection of trees with a cut distortion of $O(\log n)$, we can use our PTAS for trees to get a solution for graphs. Since the PTAS has approximation factor $\alpha = 1$, the total approximation factor paid for the general graphs is due only to the distortion of the decomposition, that is $\alpha \in O(\log n)$. Note that since the graph is decomposed into trees as a preliminary step, the decomposition is oblivious of the balance constraints related to solving $k$-BALANCED PARTITIONING on the individual trees. Hence the distortion does not depend on the balance factor $\varepsilon$. This is sufficient to simultaneously improve on the previous best result known [8] of $\alpha \in O(\log^{1.5}(n)/\varepsilon^2)$, and answer an open question posed in the same paper whether an algorithm with no dependence on $\varepsilon$ in the ratio $\alpha$ exists. Figure 2.4 summarizes the related work and our contribution.
2.1.2 Related Work

This chapter extends the results in [8], where it is shown that approximating the cut cost of the \( k \)-BALANCED PARTITIONING problem on general graphs is NP-hard for any finite factor \( \alpha \), if perfectly balanced partitions are needed. In [8] the authors also give a bicriteria approximation algorithm with \( \alpha \in \mathcal{O}(\log^{1.5}(n)/\varepsilon^2) \) when solutions are allowed to be near-balanced. When more unbalance is allowed, for \( \varepsilon = 1 \) Even et al. [43] present an algorithm with \( \alpha \in \mathcal{O}(\log n) \) that uses spreading metrics techniques. For the same value of \( \varepsilon \), Simon and Teng [115] gave a method that can achieve a factor of \( \alpha \in \mathcal{O}(\log k \sqrt{\log n}) \) by recursively applying edge separators. Later Krauthgamer et al. [83] improved these results to \( \alpha \in \mathcal{O}(\sqrt{\log n \log k}) \) using a semidefinite relaxation which combines \( l_2^2 \) metrics with spreading metrics. For graphs with excluded minors\(^3\) (such as planar graphs) solutions with \( \alpha \in \mathcal{O}(1) \) and \( \varepsilon = 1 \) can be computed in \( \tilde{\mathcal{O}}(n^3) \) deterministic, or \( \tilde{\mathcal{O}}(n^2) \) expected, time by applying a spreading metrics relaxation and the results in [80]. A faster algorithm can be obtained [45] for the special case of grid graphs without holes. This is achieved by combining some structural insights [46] on the cut shapes with the above mentioned techniques of Simon and Teng [115]. This yields an algorithm running in \( \tilde{\mathcal{O}}(n^{1.5}) \) time. While the algorithm also computes partitions with \( \varepsilon = 1 \), it trades the faster runtime with a worse ratio of \( \alpha \in \mathcal{O}(\log k) \). For the problem under consideration, to the best of our knowledge these are the only results

\(^3\)We thank an anonymous reviewer for pointing out this folklore result.
for restricted graph classes. However for a related problem on scheduling of pipelined
operator trees, Bodlaender et al. [16] gave a PTAS. In this problem the objective is also
to find a partition of the vertices into $k$ sets. However instead of fixing an upper bound
on the set sizes, the optimisation function to be minimised depends on the cut cost and
the maximum set size.

The special case when $k = 2$, commonly known as the BISECTION problem, is
well studied. The BISECTION problem is NP-hard in the general case [57] but approx-
imation algorithms are known. Räcke [108] gives an algorithm with approximation ratio
$\alpha \in \mathcal{O}(\log n)$ for perfectly balanced partitions. For near-balanced partitions, Leighton
and Rao [85] show how to compute a solution using min-ratio cuts. In this solution
the cut cost is approximated within $\alpha \in \mathcal{O}(\gamma/\varepsilon)$, where $\gamma$ is the approximation factor
of computing a min-ratio cut. In [85] it was shown that $\gamma \in \mathcal{O}(\log n)$, and this result
was improved [10] to $\gamma \in \mathcal{O}(\sqrt{\log n})$. For (unweighted) planar graphs it is possible to
compute the optimum min ratio cut in polynomial time [105]. If a perfectly balanced so-
lution to BISECTION is required for planar graphs, Diaz et al. [38] show how to obtain
a PTAS. Even though it is known that the BISECTION problem is weakly NP-hard on
planar graphs with vertex weights [105], whether it is NP-hard on these graphs in the
unweighted case is unknown. For other special graph classes the problem can be solved
optimally in polynomial time [37]. For instance an $\mathcal{O}(n^4)$ time algorithm for grid graphs
without holes has been found [49], while for trees an $\mathcal{O}(n^2)$ time algorithm [90] exists.
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In addition to the case \( k = 2 \), some results are known for other extreme values of \( k \). For trees the algorithm from [90] is easily generalized to solve the \( k \)-BALANCED PARTITIONING problem for any constant \( k \) in polynomial time. At the other end of the spectrum, i.e. when \( k \in \Theta(n) \), it is known that the problem is NP-hard [79] for any \( k \leq n/3 \) on general graphs. Feo and Khellaf [51] give an \( \alpha = n/k \) approximation algorithm for the cut cost which was improved to \( \alpha = 2 \) [50] in case \( k \) equals \( n/3 \) or \( n/4 \).

We complete the review of related work by discussing the literature on hierarchical graph decompositions, which we leverage to extend our PTAS for trees to general graphs. Informally a hierarchical decomposition of a graph \( G \) is a set of trees for which the leaves correspond to the vertices of \( G \), and for which the structure of their cuts approximate the cuts in \( G \). Graph decompositions have been studied in the context of oblivious routing schemes (see [91] for a survey). Räcke [108] introduced an optimal decomposition with factor \( O(\log n) \), which we employ in the present work. In a recent work, Madry [91] shows that it is possible to generalize Räcke’s insights so that any cut based problem (see [91] for more details) is solvable on graphs by computing solutions on trees resulting from a decomposition of the input graph. This result directly translates to our scenario and hence we use his notation in the present work.
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2.2 Applications

The $k$-BALANCED PARTITIONING problem has numerous applications that can be found in VLSI circuit design [15], image processing [113, 123], computer vision [84], route planning [32], and divide-and-conquer algorithms [88, 114].

However, the most prominent application can be found in the field of parallel computing [9] where calculation can be naturally described by graphs in which vertices represent workload and edges encode data dependencies relationships. The goal is then to partition the $n$ vertices of a graph among $k$ parallel processors while minimizing the inter-processor communication. A few models have been proposed in order to capture the metric that better represents the communication sought to be minimized.

The most popular model found in the literature is the standard graph partitioning model. In this model, the vertices of the graph are to be partitioned into equally weighted sets so that the weight of the edges crossing the sets is minimized. This model is equivalent to the cut metric considered in this paper. Many heuristics to minimize such metric have been developed and implemented in software packages such as Chaco [66] and METIS [72].

More recently, it has been pointed out [65] that the edge cut metric minimized by the graph partitioning model is not a good proxy for the communication actually taking place during a parallel computation. Most prominently, edge cuts are not proportional to
the total communication volume. Consider a simple example of a graph on three nodes $u, v_1, v_2$ where the only edges are $u - v_1$ and $u - v_2$ both with weight 1. If $v_1$ and $v_2$ are assigned to processor $P_1$ and $u$ is assigned to processor $P_2$ then the total weight of cut edges is 2. However the data from node $u$ on processor $P_1$ need only be communicated once to processor $P_2$. Thus, the actual communication volume is only 1.

Despite the limitations of the edge cut measure, the standard partitioning approach has proved successful for a restricted class of problems, including the parallel solution of differential equations and grid-based problems. However, the benefits on a partitioning strategy solely based on the edge cut metric fails to provide significant benefits in general problems with more complex data dependencies for the reason described above and more powerful models have been introduced. We now take into consideration an elegant emerging model that directly capture the volume of communication metric, the hypergraph model [35, 65].

**A Hypergraph Partition Model** For a graph $G$ of $n$ tasks to be partitioned, a hypergraph $H$ is created in the following way. $H$ has a vertex for each vertex of $G$. Moreover, for each vertex $v_i$ of $G$, $H$ has a hyperedge $e_i$ connecting $v_i$ with $N(v_i)$, the set of neighbors of $v_i$ in $G$.

The (unweighted) hypergraph partitioning problem is defined as follows. Given a hypergraph $H = (V, E)$ and an integer $k$, partition the vertex set $V$ into $k$ disjoint subsets $V_j, j = 0, ..., k - 1$ of approximately equal sizes such that a cut metric is minimized. We
refer to $P = \{V_0, ..., V_{k-1}\}$ as a partitioning and the subsets as partitions. A hyperedge is cut if it contains at least two vertices belonging to different partitions. We seek to minimize the cut metric:

$$\text{cuts}(H, P) = \sum_{i=0}^{\frac{|E|-1}{k-1}} (\lambda_i(H, P) - 1)$$

(2.1)

where $\lambda_i(H, P) \leq k$ is the number of partitions spanned by hyperedge $i$ in the partitioning $P$. This metric is known as the $(k-1)$-cut; it is important because it accurately reflects communication cost in parallel computing and, in particular, sparse matrix-vector multiplication. When $k = 2$, $\text{cuts}(H, P)$ is simply the number of hyperedges cut.

In [36] algorithms that compute a balanced partition that minimizes the cut metric (2.1) are presented. Such algorithms are mainly heuristic in nature and no algorithms with proven approximation guarantees are known for the partition metric (2.1).

Although not directly applicable to the hypergraph model, we argue that the algorithmic results presented in this chapter could provide insights for development of new heuristics attempting at minimizing cut metrics of more practical importance.

### 2.3 The Hardness of Computing Perfectly Balanced Partitions in Trees

We now consider the problem of finding a perfectly balanced partition with minimum cut cost for an unweighted tree. We prove hardness results in the case where either
the diameter or the degree is restricted to be constant. All reductions are from the
3–PARTITION problem, defined as follows.

**Definition 1 (3–PARTITION).** Given $3k$ integers $a_1, \ldots, a_{3k}$ and a threshold $s$, such
that $s/4 < a_i < s/2$ and $\sum_{i=1}^{3k} a_i = ks$, find a partition of the integers into $k$ triples
such that each triple sums up to exactly $s$.

The 3–PARTITION problem is strongly NP-hard [57] which means that it remains
so even if all integers are polynomially bounded in the size of the input. We call an
instance to the 3–PARTITION problem a *YES instance* if it is solvable and a *NO
instance* otherwise.

We begin by showing that an approximation algorithm with factors $\alpha = n^c$ and
$\varepsilon = 0$, for any constant $c < 1$, for $k$–BALANCED PARTITIONING on trees could be
used to decide an instance of 3–PARTITION. The idea for the reduction is similar to
the one used by Andreev and Räcke [8] for general graphs. The result remains valid
even if the diameter of the tree is bounded by a constant.

**Theorem 2.** Unless $P=NP$, the $k$–BALANCED PARTITIONING problem on unweighted
trees has no polynomial time approximation algorithm with ratios $\varepsilon = 0$ and $\alpha = n^c$,
for any constant $c < 1$, even if the diameter is at most 4.

**Proof:** The construction used in the proof is shown in Figure 2.5. Let $m = 3kn^c$ for
some constant $c < 1$. For each $a_i$ of a given instance $I$ of the 3–PARTITION problem,
define a corresponding gadget $T_i$ as a star on $a_i m$ vertices. Construct a tree $T$ where the centers of all $T_i$ for $i \geq 2$ are connected to the center of $T_1$, as shown in Figure 2.5. The number of vertices of the resulting tree is $n = \sum_{i=1}^{3k} a_i m = 3k^2 sn^c$. Solving this equation for $n$ gives $n = (3k^2 s)^{\frac{1}{1-c}}$. Since $c$ is constant and $s$ can be assumed to be polynomially bounded in $k$, the tree $T$ can be constructed in polynomial time. We now argue that an optimal perfectly balanced partition has cut cost at most $3k - 1$ if and only if $I$ is a YES instance. Otherwise it requires at least $m = 3kn^c$ edges. This would allow an approximation algorithm with approximation factor at most $n^c$ to decide between a YES and a NO instance of the 3-PARTITION problem. Since the latter is NP-hard this proves the theorem.

It is easy to see that if $I$ is a YES instance then cutting at most the $3k - 1$ edges that connect the $T_i$’s suffices. Suppose now that $I$ is a NO instance and that the cut set $C^*$ of minimum size that partitions $T$ into $\{V_1, \ldots, V_k\}$, where $|V_i| = ms$, has size strictly less than $m$. The set $C^*$ can be expressed as $A \cup B$, where $A$ contains only edges that link $T_i$ centers, and $B$ contains only edges separating a $T_i$’s center from one of its leaves.
By the assumption on the cut cost it follows that $|A| < m$ and $|B| < m$. Also $|B| > 0$ as cutting only edges from $A$ would separate complete $T_i$s, thus implying a solution to $I$, and contradicting the fact that $I$ is a NO instance.

Let $V_l$ be a set of the partition induced by $C^*$ that contains at least one isolated leaf $v$, which always exists since $|B| > 0$. Assume that $V_l$ contains an incomplete $T_i$, that is, $V_l$ contains the center of such a $T_i$ but not one of its leaves $w$. Then $w$ must be contained in some other $V_j$, where $j \neq l$. Thus swapping $v$ and $w$ allows putting both $w$ and the incomplete $T_i$ in $V_l$, rendering the cut that separate them superfluous. This contradicts the assumption that $C^*$ is a cut set of minimum size. Hence $V_l$ can contain only a (possibly empty) set of complete $T_i$s in addition to one or more isolated leaves.

The proof is completed by noticing that the number of vertices of a set of complete $T_i$s is a multiple of $m$. Therefore at least $m$ additional isolated leaves are required for $|V_l|$ (recall $|V_l| = ms$) to be a multiple of $m$, contradicting the assumption that $|B| < m$ and establishing the result.

The reduction in the proof of the above theorem relies on the fact that the degree of the tree is unbounded. Therefore the natural next step is to investigate the complexity of bounded degree trees. As we will show next, the problem remains surprisingly hard for constant degree trees. We are able to prove two hardness results for this case. First we show that the problem of finding a perfectly balanced partition of a tree is APX-hard even if the maximum degree of the tree is at most 7. We prove this result by a reduction
from the \textsc{GAP-3-PARTITION} problem. This is the \textsc{3-PARTITION} problem in which, for a given $\rho$, either all or at most a $\rho$ fraction of the $a_i$'s can be partitioned into the desired triples. A formal definition follows.

\textbf{Definition 3} (\textsc{GAP-3-PARTITION}). Let $3k$ integers $a_1$ to $a_{3k}$, a threshold $s$, and $\rho > 1$ be given, such that $s/4 < a_i < s/2$, $\sum_{i=1}^{3k} a_i = ks$, and the integers can either all be partitioned into $k$ triples that sum up to exactly $s$ or at most $k/\rho$ of them can. Decide whether $k$ or at most $k/\rho$ such triples can be found.

There is a constant $\rho > 1$ for which the \textsc{GAP-3-PARTITION} problem is NP-hard. This is true even if all integers are polynomially bounded in $k$. These results follow from the original NP-hardness proof of \textsc{3-PARTITION} by Garey and Johnson [57] and the results of Petrank [106].\footnote{We thank Nikhil Bansal for pointing out the connection between the reductions in [57] and the results by Petrank [106].} The latter result introduces a constant sized gap for the \textsc{3D-MATCHING} problem. By considering the reductions given by Garey and Johnson from \textsc{3D-MATCHING} to \textsc{3-PARTITION} it can readily be seen that they are gap-preserving (cf. [12]). These reductions also establish the strong NP-hardness of \textsc{3-PARTITION}.

The technique we use to prove the hardness for constant degree trees is substantially different, and more involved, than the method used to prove Theorem 2. Rather than relying on the fact that many edges have to be cut in a gadget consisting of a high
degree star, we need gadgets with structural properties that guarantee a number of cut edges proportional to the number of integers that cannot be packed into triples in a GAP-3-PARTITION instance.

**Theorem 4.** Unless P=NP, there exists a constant $\rho > 1$ such that the $k$-BALANCED PARTITIONING problem on unweighted trees with maximum degree at most 7 has no polynomial time approximation algorithm with ratios $\epsilon = 0$ and $\alpha = 1 + (1 - \rho^{-1})/24$.

**Proof:** Consider an instance $I$ of GAP-3-PARTITION with polynomially bounded integers that are divisible by 12. Obviously all hardness properties are preserved by this restriction since GAP-3-PARTITION is strongly NP-hard and we may multiply each integer and the threshold parameter of an arbitrary instance by 12. As a consequence, all integers are divisible by 4 and $s > 20$, which will become important later in the proof. For each $a_i$ in $I$, construct a gadget $T_i$ composed by a path on $a_i$ vertices (called an $a_i$-path) connected to the root of a tree on $s$ vertices (referred to as an $s$-tree). The root of the $s$-tree branches into four paths, three of them with $s/4$ vertices each, and one with $s/4 - 1$ vertices. Additionally the roots of the $s$-trees are connected in a path, as shown in Figure 2.6. We define $B$ to be the set of edges connecting different $T_i$s and $A$ the set of edges connecting an $a_i$-path with the root of the corresponding $s$-tree in each $T_i$.

At a high level, we set out to prove that if all $k$ integers in $I$ can be partitioned into triples that sum up to exactly $s$, then the constructed tree $T$ can be split into $4k$ parts of a perfectly balanced partition with cut cost $6k - 1$. If however at most $k/\rho$ such triples
Figure 2.6: Construction for Theorem 4. Each gadget $T_i$ is composed by an $a_i$-path connected to the root of an $s$-tree through an edge from $A$ (straight grey). Each $s$-tree branches into four paths of (almost) the same length. Two adjacent gadgets in a path are connected through the roots of their $s$-trees with an edge from $B$ (wiggled grey).

can be found, $T$ requires at least $(1 - \rho^{-1})k/4$ additional cut edges. This means that an algorithm computing an approximation within a factor smaller than $\frac{6k-1+(1-\rho^{-1})k/4}{6k-1}$ of the optimum cut cost, can decide the \textsc{Gap-3-Partition} problem, which proves the theorem.

It is easy to see that if all $k$ integers of $I$ can be partitioned into triples of size exactly $s$, cutting exactly the $6k-1$ edges in $A$ and $B$ suffices to create a valid perfectly balanced partition into $4k$ parts.

It remains to be shown that $(1 - \rho^{-1})k/4$ additional edges are required when the integers in $I$ can be partitioned into at most $k/\rho$ triples of size exactly $s$. Let in this case $C^*$ be an optimal set of edges that cuts $T$ into $4k$ parts of a perfectly balanced partition. We argue that by incrementally repositioning cut edges from the set $C := C^* \setminus (A \cup B)$
to edges in \((A \cup B) \setminus C^*\), eventually all the edges in \(A \cup B\) will be cut. However, the following lemma implies that a constant fraction of the edges initially in \(C\) will not be moved. We will then argue that the more triples of \(I\) cannot be packed into triples of size \(s\), the more edges are left in \(C\). Thus the more edges must additionally have been in \(C\) compared to those in \(A \cup B\). We rely on the following technical lemma which we will prove later.

**Lemma 5.** If \(s > 20\) then \(|C| \geq 2|(A \cup B) \setminus C^*|\).

Consider the following algorithm \(A\) which repositions cut edges from a perfectly balanced partition into \(4k\) parts. As long as there is an uncut edge \(e \in A \cup B\), \(A\) removes a cut edge left in \(C\) and cuts \(e\) instead. At the end of the process, when all edges in \(A \cup B\) are cut, \(A\) removes the set of cut edges still left in \(C\) denoted by \(C'\). Then \(|C'|\) is the minimum number of additional edges cut in the case at most \(k/\rho\) triples that sum up to exactly \(s\) can be formed from the integers. When repositioning a cut edge from \(C\) to \(A \cup B\), or when removing the edges in \(C'\), \(A\) modifies the sizes of the sets in the partition induced by the cut set, and the balance might be lost. In particular, when a cut edge \(e \in C\) is removed, the algorithm will join the two connected components induced by the cut set and incident to \(e\) to form a single component. The algorithm will then include the component in an arbitrary one of the sets that contained the two components. This changes the sizes of at most two sets in the partition. When a new cut is introduced
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by $A$, a component is split into two and the two newly created components are retained in the same set, thus no set size is changed.

By Lemma 5 there are at least as many edges in $C'$, as there are edges that are repositioned from $C$ to $A \cup B$. Since each edge from $C$ repositioned by $A$ causes at most two changes in set sizes, the total number of set size changes performed by $A$ is at most $4|C'|$.

When $A$ terminates only edges from $A \cup B$ are cut. Therefore the remaining connected components correspond to the $3k$ integers $a_i$ of $I$ and $3k$ integers of size $s$. The integers in $I$ can be partitioned into at most $k/\rho$ triples of size exactly $s$. Hence at least $(1 - \rho^{-1})k$ of the sets of the resulting partition do not have size exactly $s$. This means that $A$ must have changed the size of at least $(1 - \rho^{-1})k$ sets, since it converted a perfectly balanced partition of $T$ into a solution to GAP-3-PARTITION with at least $(1 - \rho^{-1})k$ unbalanced sets. This finally implies that $4|C'| \geq (1 - \rho^{-1})k$, which concludes the proof given that $|C'|$ is the number of additional cuts required. \qed

Proof:[Proof of Lemma 5]

It is sufficient to prove that the lemma holds for all disjoint subtrees $T'$ of $T$ that contain at least one edge from $(A \cup B) \setminus C^*$. That is, if $E'$ is the edge set of $T'$ we set out to prove $|C \cap E'| \geq 2|((A \cup B) \setminus C^*) \cap E'|$, for all pairwise disjoint trees $T'$ such that their union contains $(A \cup B) \setminus C^*$. Consider all connected components cut out by a balanced partition of $T$ that contain at least a root of an $s$-tree. Create a subtree $T'$ from
each such component $W$ by re-attaching all the cut $s$-tree branches incident to it and all $a_i$-paths incident to the edges in $A \setminus C^*$ contained in $W$ (see Figure 2.7). Note that $T'$ contains the same edges from $A$ and $B$ as $W$. In particular no edges from $(A \cup B) \cap C^*$ are in $T'$. We distinguish two cases.

First, consider a $T'$ that contains no edges from $B$. If $T'$ also does not contain an edge from $A$ then the lemma is trivially true. Otherwise, the tree $T'$ is simply a gadget $T_i$ and has a total size of $s + a_i$. Since $a_i > s/4$ and each branch of the $s$-tree in $T'$ has at most $s/4$ vertices, there must be at least two edges from $C$ in $T'$ in order to cut away $a_i$ vertices. This proves the lemma in the case $T'$ contains no edges from $B$.

Consider now a subtree $T'$ that contains at least one edge from $B$, and the connected component $W$ from which $T'$ originated. Let $A'$ and $B'$ denote the edges in $W$ from $A$ and $B$, respectively. Each branch of an $s$-tree and each $a_i$-path in $T'$ has at least $s/4 - 1$ vertices. As $s > 20$, if 5 or more branches of $s$-trees or $a_i$-paths were fully included in $W$ (before the extension to $T'$) this connected component would contain more than $s$ vertices. This is a contradiction since every connected component has size at most $s$. Therefore there are at most 4 such included branches. The branches that are not fully included in $W$ but are in $T'$, each contains an edge from $C$. Since $T'$ contains at least $4(|B'| + 1)$ $s$-tree branches and $|A'|$ $a_i$-paths, we can conclude that the number of edges from $C$ in $T'$ is at least $|A'| + 4|B'|$. Notice that $|B'| \geq |A'| - 1$ since otherwise $W$
would be disconnected. Using the fact that \(|B'| \geq 1\) we obtain

\[ |A'| + 4|B'| \geq 2|A'| - 1 + 3|B'| \geq 2|A' \cup B'|. \]

This proves our claim in the case \(T'\) contains at least one edge from \(B\), and concludes the proof of the lemma.

Using similar ideas as in the proof of Theorem 4, if we restrict the degree to be at most 5 we can still show that the problem remains NP-hard. For this we again reduce from 3-PARTITION and use a slightly different construction than the one shown in Figure 2.6. Instead of connecting the \(s\)-trees through their roots, the \(B\) edges connect the leaves of the shortest branches of the \(s\)-trees (Figure 2.8). It is then possible to show that exactly the \(6k - 1\) edges in \(A\) and \(B\) are cut if all \(k\) integers in the instance \(I\) can be partitioned into triples of size exactly \(s\), while otherwise at least \(6k\) edges are cut. Since the 3-PARTITION problem is NP-hard [57] this suffices to establish the following result.

Figure 2.7: Part of the construction of Lemma 5 with components \(W\) and \(T'\) highlighted.
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**Theorem 6.** Unless $P=NP$, the $k$-BALANCED PARTITIONING problem on unweighted trees with maximum degree at most 5 has no polynomial time algorithm.

**Proof:** Consider an instance $I$ of 3-PARTITION where $s$ is a multiple of 4. Clearly the 3-PARTITION problem remains strongly NP-hard even if restricted to such instances since we may multiply all integers by 4. For each $a_i$ in $I$, construct a gadget $T_i$ composed by a path on $a_i$ vertices (hereinafter, $a_i$-path) connected to the root of a tree on $s$ vertices (hereinafter, $s$-tree). The root of the $s$-tree branches into four paths, three of them with $s/4$ vertices each and one with $s/4 - 1$ vertices. The construction is completed by connecting the leaves of the shortest branch of each $s$-tree in a path, as shown in Figure 2.8. We call $A$ the set of edges connecting different $T_i$s and $B$ the set of edges connecting an $a_i$-path with the corresponding $s$-tree in each $T_i$.

At a high level, we want to argue that an algorithm that can find a perfectly balanced partition of $T$ into $4k$ sets could be used to solve the 3-PARTITION problem on $I$. More precisely, we set out to prove that $T$ can be split into $4k$ sets using exactly $6k - 1$ cut edges if and only if $I$ is a YES instance. To this end, we call a partition light if it splits $T$ into connected components each of size at most $s$, and leverage the following lemma.

**Lemma 7.** The only cut set of minimum size that breaks $T$ into a light partition contains all and only the $6k - 1$ edges in $A \cup B$. 

75
Figure 2.8: Construction for Theorem 6. Each gadget $T_i$ is composed by a path on $a_i$ nodes ($a_i$-path) connected to the root of a tree on $s$ vertices ($s$-tree). Each $s$-tree branches from the root in three paths of length $s/4$ each and a shorter one of length $s/4 - 1$. The leaves of the shorter branch of each $s$-tree are connected by edges of the set $A$ (wiggled thin grey) in a path. In each $T_i$, the $a_i$-path and the $s$-tree are connected by an edge belonging to the set $B$ (straight thin grey).
Before proving Lemma 7 we see how Theorem 6 follows from it. Clearly, breaking $T$ into connected components of size less than or equal to $s$ is a necessary condition to obtain a perfectly balanced partition into $4k$ sets. It follows that no such partition can cut less than $6k - 1$ edges. If $I$ is a YES instance then cutting all the $6k - 1$ edges in $A \cup B$ suffices to find a perfectly balanced partition of $T$ into $4k$ sets. This is because the vertices of the $a_i$-paths can then be partitioned into sets of size $s$ with no additional cuts. By Lemma 7 it also follows that if cutting $6k - 1$ edges suffices to find a perfectly balanced partition of $T$ into $4k$ sets, the cut set must coincide with $A \cup B$. Therefore no additional cut edges are required only if the integers corresponding to the $a_i$-paths can be packed into triples of size $s$ each. This yields a solution to the 3-PARTITION instance $I$, given that each $s$-tree separated by the $A \cup B$ cut set completely fills a set of size $s$. Hence if $I$ is a NO instance then the cut cost is at least $6k$, which completes the proof.

Proof:[Proof of Lemma 7.] First observe that cutting $A \cup B$ suffices to create a light partition. We show that any light partition that does not use some edge in $A \cup B$ can be transformed into a light partition that has the same number of cut edges and cuts all edges in $A \cup B$ plus at least one more. Therefore the only light partition of minimum cut cost is the one where all edges in $A \cup B$ are cut.

We begin by showing how to convert a light partition that does not use an edge $b \in B$, connecting an $a_i$-path to an $s$-tree, into one that uses all edges in $B$ without
increasing the cut cost. Suppose \( T_i \) is a gadget where an edge \( b \in B \) is not cut. Since the size of \( T_i \) is \( s + a_i \) at least \( a_i \) vertices have to be separated from \( T_i \) to form a light partition. Each branch of the \( s \)-tree is strictly smaller than \( a_i \) and hence, without using \( b \), there must be at least two edges cut in two different branches of \( T_i \). At least one of these edges \( c \) cannot be on the shortest branch of the \( s \)-tree, which is connected to a neighboring \( T_i \). There are two cases. If \( c \) cuts some edge of the \( a_i \)-path (other than \( b \)), then \( c \) can be replaced with \( b \) without invalidating the light partition property. Else, if no cut edge is on the \( a_i \)-path, there is a cut edge \( c \) on one of the longest branches of the \( s \)-tree of \( T_i \) which can be replaced with \( b \). This again results in a light partition as the \( a_i \)-path has size strictly larger than any branch of the \( s \)-tree of \( T_i \).

Repeatedly applying the transformation described above for each gadget \( T_i \), we can obtain a light partition of \( T \) where all edges in \( B \) are cut and the total size of the cut set has not increased. Also at least one additional edge in such a gadget \( T_i \) is cut. We are then left to prove that if any edge \( a \in A \) is not cut then the cut set is strictly suboptimal.

Suppose not all edges from \( A \) are cut. Then there exist chains of length \( p > 1 \) of \( T_i \)'s connected by edges in \( A \) that are not cut. By the above transformation, we can assume that all \( T_i \)'s in such a chain have their corresponding \( a_i \)-path cut out. Furthermore, each \( T_i \) in the chain must have at least one more edge cut. If that was not the case the size of the connected component of the light partition containing a \( T_i \) that violates the property would be at least \( s + 1 \). This is because the edge \( a \in A \) from \( T_i \) to its neighboring gadget
in the chain is not cut. Consider $T_i$, the first $T_i$ of such a chain. The cut edge $c \notin B$ in $T_i$ can be replaced by the edge $a \in A$ to the neighboring gadget without invalidating the light partition property. This follows from the fact that cutting $a$ will completely separate $T_i$ from the chain and the total size of $T_i$ with its $a_i$-path removed is exactly $s$. The same process can be repeated for all the $p - 2$ remaining edges from $A$ on the chain of gadgets. This implies that for each chain of $T_i$s all but at least one cut edge can be replaced with edges in $A$.

Hence after replacing each cut edge not in $A \cup B$ with one from this set we obtain a light partition with the same number of cut edges. However in this light partition at least one additional edge is cut in addition to those in $A \cup B$ and hence the lemma follows. □

### 2.4 Near-Balanced Partitions for Trees

The previous section shows that approximating the cut cost of $k$-BALANCED PARTITIONING is hard even on unweighted trees, if perfectly balanced partitions are desired. We showed that for the general case when the degree is unbounded there is no hope for a polynomial time algorithm with non-trivial approximation guarantee. Therefore, in this section we study the complexity of the problem when allowing the partitions to deviate from being perfectly balanced. In contrast to the negative results presented so far, we prove the existence of a PTAS for $k$-BALANCED PARTITIONING on trees with edge...
weights. It computes near-balanced partitions but returns a cut cost no larger than the optimum of a perfectly balanced solution.

Assume we are given an edge-weighted tree \( T = (V, E, \omega) \) with weight function \( \omega : E \rightarrow \mathbb{R}^+ \). Conceptually one could find a perfectly balanced partition of \( T \) with minimum cut cost in two steps. First all the possible ways of cutting \( T \) into connected components are grouped into equivalence classes based on the sizes of their components. That is, the sets of connected components \( S \) and \( S' \) belong to the same equivalence class if they contain the same number of components of size \( x \) for all \( x \in \{1, \ldots, \lceil n/k \rceil \} \). In a first step the set of connected components that achieves the cut of minimum cost for each class is computed and set to be the representative of the class. In a second stage only the equivalence classes whose elements can be packed into \( k \) sets of size at most \( \lceil n/k \rceil \) are considered, and among those the representative of the class with minimum overall cut cost is returned. Clearly such an algorithm finds the optimal solution to the \( k \)-BALANCED PARTITIONING problem, but the runtime is exponential in \( n \) as, in particular, the total number of equivalence classes is exponential. To get around this problem we instead group sets of connected components into coarser equivalence classes. These are determined by subdividing the possible component sizes into intervals. A coarse class then consists of cuts for which each interval in total contains the same number of component sizes. By making the lengths of the intervals appropriately depend on \( \varepsilon \), this
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reduces the equivalence classes to a polynomial number if $\varepsilon$ is constant. However this also introduces an approximation error in the balance of the solution.

**Definition 8.** Let $S$ be a set of disjoint connected components of the vertices of $T$, and $\varepsilon > 0$. A vector $\vec{g} = (g_0, \ldots, g_t)$, where $t = \lceil \log_{1+\varepsilon}(1/\varepsilon) \rceil + 1$, is called the signature of $S$ if in $S$ there are $g_0$ components of size in $[1, \varepsilon \lceil n/k \rceil)$ and $g_i$ components of size in $[(1 + \varepsilon)^{i-1} \cdot \varepsilon \lceil n/k \rceil, (1 + \varepsilon)^i \cdot \varepsilon \lceil n/k \rceil)$, for each $i \in \{1, \ldots, t\}$.

The first stage of our algorithm uses a dynamic programming scheme to find a set of connected components of minimum cut cost among those with signature $\vec{g}$, for any possible $\vec{g}$. Let $\mathcal{S}$ denote the set containing each of these optimal sets that cover all vertices of the tree, as computed by the first stage. In the second stage the algorithm attempts to distribute the connected components in each set $S \in \mathcal{S}$ into $k$ bins, where each bin has a capacity of $(1 + \varepsilon) \lceil n/k \rceil$ vertices. This is done using a scheme originally proposed by Hochbaum and Shmoys [68, 121] for the **BIN PACKING** problem. The final output of our algorithm is the partition of the vertices of the given tree that corresponds to a packing of a set $\tilde{S} \in \mathcal{S}$ that uses at most $k$ bins and has minimum cut cost. Both stages of the algorithm have a runtime exponential in $t$. Hence the runtime is polynomial if $\varepsilon$ is a constant.
2.4.1 The Cutting Phase

We now describe the dynamic programming scheme to compute the set of connected components of minimum cut cost among those whose signature is $\vec{g}$, for every possible $\vec{g}$. We fix a root $r \in V$ among the vertices of $T$, and an ordering of the children of every vertex in $V$. We define the leftmost and the rightmost among the children of a vertex, the siblings left of a vertex, and the predecessor of a vertex among its siblings according to this order in the natural way. The idea is to recursively construct a set of disjoint connected components for every vertex $v \neq r$ by using the optimal solutions of the subtrees rooted at the children of $v$ and the subtrees rooted at the siblings left of $v$. Let for a vertex $v \neq r$ the set $L_v \subset V$ contain all the vertices of the subtrees rooted at those siblings of $v$ that are left of $v$ and at $v$ itself (Figure 2.9). We refer to a set $\mathcal{F}$
of disjoint connected components as a lower frontier of $L_v$ if all components in $F$ are contained in $L_v$ and the vertices in $V$ not covered by $F$ form a connected component containing the root $r$. For every vertex $v$ and every signature $\vec{g}$, the algorithm recursively finds a lower frontier $F$ of $L_v$ with signature $\vec{g}$. Finally, a set of connected components with signature $\vec{g}$ covering all vertices of the tree can be computed using the solutions of the rightmost child of the root. The algorithm selects a set having minimum cut cost in each recursion step. Let $C_v(\vec{g}, m)$, for any vertex $v \neq r$ and any integer $m$, denote the optimal cut cost over those lower frontiers of $L_v$ with signature $\vec{g}$ that cover a total of $m$ vertices with their connected components. If no such set exists let $C_v(\vec{g}, m) = \infty$.

Additionally, we define $\mu := (1 + \varepsilon)\lceil n/k \rceil$, and $\vec{e}(x)$ for any integer $x < \mu$ to be the signature of a set containing only one connected component of size $x$. We now show that the function $C_v(\vec{g}, m)$ can be computed using a dynamic program.

Let $F^*$ denote an optimal lower frontier associated with $C_v(\vec{g}, m)$. We will consider the four cases resulting from whether or not the vertex $v$ is a leaf, and whether or not it is the leftmost among its siblings. First consider the case when both properties are met. That is, $v$ is a leaf and the leftmost among its siblings. Then $L_v = \{v\}$ and hence the set $F^*$ either contains $\{v\}$ as a component or is empty. In the latter case the cut cost is 0. In the former it is the weight $\omega(e)$ of the edge $e$ incident to the leaf that is cut from the tree. Thus $C_v((0, \ldots, 0), 0) = 0$ and $C_v(\vec{e}(1), 1) = \omega(e)$ while all other function values equal infinity. Now consider the case when $v$ is neither a leaf nor the leftmost among
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its siblings. Let \( w \) be the predecessor among \( v \)'s siblings and \( u \) the rightmost child of \( v \).

The set \( L_v \) contains the vertices of the subtrees rooted at \( v \)'s siblings that are left of \( v \) and at \( v \) itself. The lower frontier \( \mathcal{F}^* \) can either be one in which the edge from \( v \) to its parent is cut or not. In the latter case the \( m \) vertices that are covered by \( \mathcal{F}^* \) do not contain \( v \) and hence are distributed among those in \( L_w \) and \( L_u \) since \( L_v = L_w \cup L_u \cup \{v\} \). If \( x \) of the vertices in \( L_u \) are covered by \( \mathcal{F}^* \) then \( m - x \) must be covered by \( \mathcal{F}^* \) in \( L_w \). The vector \( \vec{g} \) must be the sum of two signatures \( \vec{g}_u \) and \( \vec{g}_w \) such that the lower frontier of \( L_u \) (respectively \( L_w \)) has minimum cut cost among those having signature \( \vec{g}_u \) (respectively \( \vec{g}_w \)) and covering \( x \) (respectively \( m - x \)) vertices. If this were not the case the lower frontier in \( L_u \) (respectively \( L_w \)) could be exchanged with one having a smaller cut cost—a contradiction to the optimality of \( \mathcal{F}^* \). Hence in case \( v \) is a non-leftmost internal vertex and the edge to its parent is not cut,

\[
C_v(\vec{g}, m) = \min \{ C_w(\vec{g}_w, m - x) + C_u(\vec{g}_u, x) \mid 0 \leq x \leq m \land \vec{g}_w + \vec{g}_u = \vec{g} \}. \quad (2.2)
\]

If the edge connecting \( v \) to its parent is cut in \( \mathcal{F}^* \), then all \( n_v \) vertices in the subtree rooted at \( v \) are covered by \( \mathcal{F}^* \). Hence the other \( m - n_v \) vertices covered by \( \mathcal{F}^* \) must be included in \( L_w \). Let \( x \) be the size of the component \( S \in \mathcal{F}^* \) that includes \( v \). Analogous to the case before, the lower frontiers \( L_u \) and \( L_w \) with signatures \( \vec{g}_u \) and \( \vec{g}_w \) in \( \mathcal{F}^* \backslash \{S\} \) must have minimum cut costs. Hence the vector \( \vec{g} \) must be the sum of \( \vec{g}_u, \vec{g}_w \), and \( \vec{e}(x) \).
Therefore in case the edge \( e \) to \( v \)'s parent is cut,

\[
C_v(\vec{g}, m) = \omega(e) + \min \left\{ C_w(\vec{g}_w, m - n_v) + C_u(\vec{g}_u, n_v - x) \mid 1 \leq x < \mu \land \vec{g}_w + \vec{g}_u + \vec{e}(x) = \vec{g} \right\}. \tag{2.3}
\]

Taking the minimum value of the formulas given in (2.2) and (2.3) thus correctly computes the value for \( C_v(\vec{g}, m) \) for the case in which \( v \) is neither a leaf nor the leftmost among its siblings. In the two remaining cases when \( v \) is either a leaf or a leftmost sibling, either the vertex \( u \) or \( w \) does not exist. For these cases the recursive definitions of \( C_v(\cdot, \cdot) \) can easily be derived from Equations (2.2) and (2.3) by letting all function values \( C_u(\vec{g}, x) \) and \( C_w(\vec{g}, x) \) of a non-existent vertex \( u \) or \( w \) be 0 if \( \vec{g} = (0, \ldots, 0) \) and \( x = 0 \), and \( \infty \) otherwise.

The above recursive definitions for \( C_v(\cdot, \cdot) \) give a framework for a dynamic programming scheme that computes the wanted solution set \( S \) in polynomial-time if \( \varepsilon \) is a constant, as the next theorem shows.

**Theorem 9.** For any tree \( T \) and any constant \( \varepsilon > 0 \) there is an algorithm that computes \( S \) in polynomial time.

**Proof:** If the tree contains only one vertex the theorem obviously holds. Otherwise the optimum solution from \( S \) that has signature \( \vec{g} \) must contain a connected component that includes the root \( r \) and has some size \( x \). Clearly \( x \) is at least 1 and at most \( \mu \). Hence, if \( u \) denotes the rightmost child of the root \( r \), the cut cost \( C(\vec{g}) \) of the optimal solution for
\( \vec{g} \) can be computed in linear time using the formula

\[
C(\vec{g}) = \min \{ C_u(\vec{g} - \vec{e}(x), n - x) \mid 1 \leq x < \mu \}. \tag{2.4}
\]

An optimal set of connected components with signature \( \vec{g} \) can be computed using the dynamic program given by the above equation together with the recursive definition of \( C_v \) by keeping track of the set of connected components used in each recursion step.

To analyse the runtime let us first bound the number of signatures \( \vec{g} \) that have to be considered for a vertex \( v \) in the dynamic program. Let \( N_v = |L_v| \) denote the number of vertices in the subtrees rooted at the siblings left of \( v \) and at \( v \) itself. There are \( N_v \) vertices that can be distributed into connected components of different sizes to form a lower frontier \( S \) of \( L_v \). Each entry \( g_i \) of \( \vec{g} \) counts components of size at least the lowest value of the \( i \)-th interval as specified in Definition 8. Hence each \( g_i \) is upper-bounded by \( N_v / ((1 + \varepsilon)^{i-1} \cdot \varepsilon n/k) \leq k/((1 + \varepsilon)^{i-1} \cdot \varepsilon) \) if \( i \in \{1, \ldots, t\} \), and \( N_v \) if \( i = 0 \). Therefore the total number of signatures \( \vec{g} \) considered for a vertex \( v \) is upper-bounded by

\[
N_v \cdot \prod_{i=1}^{t} \frac{k}{(1 + \varepsilon)^{i-1} \cdot \varepsilon} = N_v \left( \frac{k}{\varepsilon} \right)^t \cdot \left( \frac{1}{1 + \varepsilon} \right)^{\frac{(t-1)t}{2}} \leq N_v \left( \frac{k}{\sqrt{\varepsilon}} \right)^t,
\]

where the inequality holds since \( t - 1 = \lceil \log_{1+\varepsilon}(1/\varepsilon) \rceil \). The latter value can be upper-bounded by \( \lceil 1/\varepsilon \cdot \log(1/\varepsilon) \rceil \) if \( \varepsilon \leq 1 \), since then \( 1 + \varepsilon \geq 2^\varepsilon \). Hence we can conclude that the number of signatures is \( \gamma N_v \), where \( \gamma \in \mathcal{O}((k/\sqrt{\varepsilon})^{1 + \lfloor \frac{1}{\varepsilon} \log(\frac{1}{\varepsilon}) \rfloor}) \).

We bound the runtime as follows. For each vertex \( v \) we calculate the number of steps \( T_v \) that are needed to compute all entries \( C_{v'}(\vec{g}, m) \) for all \( v' \in L_v \). We claim that
\[ T_v \leq \frac{3}{2} \gamma^2 N_v^4 \] for any vertex \( v \). According to Formulas (2.2) and (2.3), in addition to the number of steps \( T_u \) and \( T_w \) to compute the tables for \( L_u \) and \( L_w \), for each \( m \) and \( \vec{g} \) the minimum value over two options is found by going through all possible \( x, \vec{g}_u, \) and \( \vec{g}_w \). For any fixed \( x \) there are at most \( \gamma N_u \cdot \gamma N_w \) many possibilities to combine vectors \( \vec{g}_u \) and \( \vec{g}_w \) to form a signature \( \vec{g} \). Since \( m \) and \( x \) are both upper-bounded by \( N_v \) and \( N_u + N_w \leq N_v \) we get

\[
T_v \leq T_u + T_w + 2 \gamma^2 N_u N_w N_v^2 \\
\leq \frac{3}{2} \gamma^2 N_v^2 \left( N_u^2 + N_w^2 + 2 N_u N_w \right) \\
\leq \frac{3}{2} \gamma^2 N_v^4.
\]

Since the time to compute Formula (2.4) for each signature is \( O(\gamma n) \), we conclude that the total runtime is \( O(\gamma^2 n^4) = O(n^4 (k/\sqrt{\varepsilon})^{2+2[\frac{1}{2} \log(\frac{1}{\varepsilon})]}) \), which is polynomial if \( \varepsilon \) is constant.

\[ \square \]

### 2.4.2 The Packing Phase

The second stage of the algorithm attempts to pack each set of connected components \( S \in \mathcal{S} \), computed by the first stage, into \( k \) bins of capacity \((1 + \varepsilon) \lceil n/k \rceil\). This means solving the well known \textsc{Bin Packing} problem, which is NP-hard in general. However we are able to solve it in polynomial time for constant \( \varepsilon \) using a method developed by Hochbaum and Schmoys [68], which we briefly describe as presented in [121].
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Let $S \in \mathcal{S}$ be a set of connected components with signature $\vec{g} = (g_0, \ldots, g_t)$. First the algorithm constructs an instance $I$ of the \textsc{Bin Packing} problem containing only the components of $S$ larger than $\varepsilon \lceil n/k \rceil$. In particular, the bin capacity is set to be $\lceil n/k \rceil$ and for every entry $1 \leq i \leq t$ of $\vec{g}$, $g_i$ elements of size $(1 + \varepsilon)^{i-1} \cdot \varepsilon \lceil n/k \rceil$ are introduced in $I$. That is, the size of each component is converted to the lower endpoint of the interval which contains it according to Definition 8. The number of elements in $I$ is $\sum_{i \geq 1} g_i \leq n/(\varepsilon \lceil n/k \rceil) \leq k/\varepsilon$ since there are $n$ vertices in $V$ and the smallest size of an element in $I$ is $\varepsilon \lceil n/k \rceil$. An optimal bin packing for $I$ can be found in $O((k/\varepsilon)^{2t})$ time, using a dynamic programming scheme (for more details see [68, 121]). That is, the runtime is exponential in the number $t$ of different sizes of the elements. A packing of $I$ into the minimum number of bins of capacity $\lceil n/k \rceil$ translates into a packing of the components of $S$ larger than $\varepsilon \lceil n/k \rceil$ into bins of capacity $(1 + \varepsilon) \lceil n/k \rceil$. This is because each element in $I$ underestimates the size of the component in $S$ that it represents by a factor of at most $1 + \varepsilon$.

To complete the packing of $S$ the algorithm distributes the remaining components of size less than $\varepsilon \lceil n/k \rceil$ by greedily putting them into bins without exceeding the capacity of $(1 + \varepsilon) \lceil n/k \rceil$. A new bin is created if there is no room for a component in any of the open bins. Distributing the remaining components can be performed in $O(n)$ time. Let $\phi(S)$ denote the number of bins that this algorithm needs to pack $S$. Note that for two sets of components having the same signature the components larger than $\varepsilon \lceil n/k \rceil$ will
always be distributed in the same way by the algorithm. However the greedy distribution
of the remaining small components may create more bins for one of the sets. We show
next that if a set of components computed by the first stage has the same signature \( \vec{g}^* \)
as the set of components induced by an optimal perfectly balanced partition, then the
second stage of the algorithm packs it into at most \( k \) bins with capacity \( (1 + \varepsilon)[n/k] \).

**Lemma 10.** Let \( S^* \) having signature \( \vec{g}^* \) be the set of connected components in an
optimal perfectly balanced partition. For the set \( S \in S \) with signature \( \vec{g}^* \) it holds that
\( \varphi(S) \leq k \).

**Proof:** We distinguish two cases for the greedy distribution of the components of \( S \)
that have size less than \( \varepsilon[n/k] \) depending on whether or not new bins are created. If no
new bins are created then \( \varphi(S) \) is solely determined by the output of the bin packing
algorithm, run with capacities \( [n/k] \) on the instance \( I \). Since \( S^* \) has the same signature
\( \vec{g}^* \) as \( S \), all elements \( e_i \in I \) can be mapped to distinct components \( S_i \in S^* \) such that
\( e_i \leq |S_i| \). Hence any packing of \( S^* \) into bins of capacity \( [n/k] \) requires at least \( \varphi(S) \)
many bins which is optimal for \( I \). Since \( S^* \) requires at most \( k \) optimally packed bins by
definition, this proves the claim in the case no new bins are opened.

If new bins are created by the greedy step, then at least the first \( \varphi(S) - 1 \) bins of
the final solution are filled beyond the extent of \( [n/k] \). Otherwise small components
of size at most \( \varepsilon[n/k] \) could have been fit without requiring the creation of the last bin.
Therefore the total number of vertices in \( S \) strictly exceeds \( (\varphi(S) - 1)[n/k] \). Since the
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total number of vertices contained in $S^*$ equals that of $S$, it follows that at least $\varphi(S)$ bins are required to pack $S^*$ into bins of capacity $\lceil n/k \rceil$. This proves the claim in the case new bins were created by the greedy step.

The final step of the algorithm is to output the packing of a set $S \in \mathbb{S}$ of minimum cut cost among those with $\varphi(S) \leq k$. The next theorem proves correctness and bounds the runtime of the algorithm.

**Theorem 11.** For any tree $T$ with positive edge weights, $\varepsilon > 0$, and $k \in \{1, \ldots, n\}$, there is an algorithm that computes a partition of $T$’s vertices into $k$ sets such that each set has size at most $(1 + \varepsilon)\lceil n/k \rceil$ and its cut cost is at most that of an optimal perfectly balanced partition of the tree. Furthermore the runtime is polynomial if $\varepsilon$ is a constant.

**Proof:** Let $\tilde{S} \in \mathbb{S}$ be the set of connected components returned by the algorithm, i.e. if $C(\vec{g})$ denotes the cut cost of the set $S \in \mathbb{S}$ with signature $\vec{g}$, then

$$\tilde{S} = \arg\min_{S \in \mathbb{S}} \{C(\vec{g}) \mid S \text{ has signature } \vec{g} \land \varphi(S) \leq k\}.$$  

By Lemma 10 we know that if $S \in \mathbb{S}$ has signature $\vec{g}^*$ then $\varphi(S) \leq k$. Thus the minimisation of (2.5) ensures that the cut cost of $\tilde{S}$ is at most that of a set of components $S \in \mathbb{S}$ with signature $\vec{g}^*$. Since $\mathbb{S}$ retains the set of components with minimum cut cost among all those having the same signature, it follows that the cut cost of $\tilde{S}$ is at most that of $S^*$, which concludes the proof of correctness.
To bound the runtime of the algorithm, recall from the proof of Theorem 9 that the total number of considered signatures $\vec{g}$ is $\gamma n$, where $\gamma \in \mathcal{O}((k/\sqrt{\varepsilon})^{1+\left\lfloor \frac{1}{k} \log(\frac{1}{\varepsilon}) \right\rfloor})$.

By Theorem 9 the set $S$, whose size is at most $\gamma n$, can be computed in time $\mathcal{O}(n^4\gamma^2)$. Each of the sets of components of $S$ requires at most $\mathcal{O}((k/\varepsilon)^2t + n)$ time to be packed in the second stage of the algorithm. Hence the second stage can be performed in $\mathcal{O}(\gamma n((k/\varepsilon)^2t + n))$ total time. This means that the overall runtime of the algorithm is $\mathcal{O}(n^4(k/\varepsilon)^{1+3\left\lfloor \frac{1}{k} \log(\frac{1}{\varepsilon}) \right\rfloor})$, which concludes the proof.

2.5 Extension to General Graphs

In this section we present an algorithm that uses the PTAS given in Section 4.3 to find a near-balanced partition of an edge-weighted graph $G$. The algorithm presented computes a cut cost of at most $\alpha \in \mathcal{O}(\log n)$ times that of an optimal perfectly balanced partition of $G$. It relies on using the PTAS of Section 4.3 to compute near-balanced partitions of a set of decomposition trees that well approximate the cuts in $G$. This decomposition can be found using the results by Räcke [108]. An in-depth discussion of decomposition trees can be found in [91, 108]. Here we only introduce the basic concepts needed for our purposes.

For a graph $G = (V, E, \omega)$ with weight function $\omega : E \rightarrow \mathbb{R}^+$, the quality of a cut $W \subseteq V$ is measured using its cut cost $C(W)$. It is defined to be the sum of the weights of the edges connecting vertices in $W$ and $V \setminus W$. A decomposition tree of $G$ is a tree
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\( T = (V_T, E_T, \omega_T) \), with weight function \( \omega_T : E_T \to \mathbb{R}^+ \), for which the leaves \( L \subset V_T \) of \( T \) correspond to the vertices in \( G \). More precisely there is a mapping \( m_G : V_T \to V \) of all tree vertices to vertices in \( G \) such that \( m_G \) induces a bijection between \( L \) and \( V \). Let \( m_T : V \to L \) denote the inverse function of this bijection. We also define a leaf cut \( K \subseteq L \) of a tree and its cut cost \( C(K) \) is the minimum weight of edges in \( E_T \) that have to be removed in order to disconnect \( K \) from \( L \setminus K \). We map cuts \( W \) on \( G \) to leaf cuts \( K \) on its decomposition tree and vice versa using the notation \( m_T(W) \) and \( m_G(K) \) to denote the image of \( W \) and \( K \) according to \( m_T \) and \( m_G \) respectively. We leverage the following properties of decomposition trees which are proved in [91, 108].

**Theorem 12.** For any graph \( G = (V, E, u) \) with \( n \) vertices, a family of decomposition trees \( \{T_i\}_i \) of \( G \) and positive real numbers \( \{\lambda_i\}_i \) with \( \sum_i \lambda_i = 1 \) can be found in polynomial time, such that for any cut \( W \) of \( G \) and corresponding leaf cuts \( K_i = m_{T_i}(W) \),

- \( C(K_i) \geq C(W) \) for each \( i \) (lower bound), and

- \( \sum_i \lambda_i C(K_i) \leq O(\log n) \cdot C(W) \) (upper bound).

Since \( \sum_i \lambda_i = 1 \) the above theorem implies that for at least one tree \( T_i \), it holds that \( C(K_i) \leq O(\log n) \cdot C(W) \). That is, in at least one tree \( T_i \), the cut structure of \( G \) is not distorted too much. This allows for a fast approximation of balanced partitions in graphs using a modified version of the PTAS given in Section 4.3. To this end the PTAS must
be adapted to compute near-balanced leaf partitions of each $T_i$. That is, the adapted PTAS computes a partition $\mathcal{L} = \{L_1, \ldots, L_k\}$ of the $l$ leaves $L$ of a tree $T$ into $k$ sets of size at most $(1 + \varepsilon)\lfloor l/k \rfloor$ each. The cut cost $C(\mathcal{L})$ in this case is the minimum capacity of edges that have to be removed in order to disconnect the sets in $\mathcal{L}$ from each other.

The adaptation of the PTAS given in Section 4.3 to compute near-balanced leaf partitions is straightforward. First, signatures need to count leaves instead of vertices in Definition 8. Also, we need to keep track of the number $l_v$ of leaves at a subtree of a vertex $v$ instead of the number $n_v$ of vertices in Equations (2.2) and (2.3). The following result summarises the properties of the adapted PTAS.

**Corollary 13.** For any weighted tree $T$, $\varepsilon > 0$, and $k \in \{1, \ldots, l\}$, there is an algorithm that computes a partition of the $l$ leaves of $T$ into $k$ sets such that each set includes at most $(1 + \varepsilon)\lfloor l/k \rfloor$ leaves and its cut cost is at most that of an optimal perfectly balanced leaf partition. The runtime is polynomial in $k$ and the number of vertices of $T$ if $\varepsilon$ is constant.

Next we show our main result. It entails that the adapted PTAS can be used to compute near-balanced partitions for general graphs so that the cut cost deviates by only a logarithmic factor from the optimum.

**Theorem 14.** Let $G = (V, E, \omega)$ be a graph with $n$ vertices, $\varepsilon > 0$ be a constant, and $k \in \{0, \ldots, n\}$. There is an algorithm that computes a partition of $V$ into $k$ sets such
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that each set has size at most \((1 + \varepsilon)\lceil n/k \rceil\) and its cut cost is at most \(O(\log n)\) times that of the optimal perfectly balanced solution. The runtime is polynomial if \(\varepsilon\) is constant.

**Proof:** We use Theorem 12 to compute a family of decomposition trees with the properties listed therein. This family has a polynomial number of trees since the runtime is polynomial. For each such tree we compute a partition of its leaves into \(k\) sets of size at most \((1 + \varepsilon)\lceil n/k \rceil\) using Corollary 13. We select the computed leaf partition \(L^*\) of the decomposition tree \(T^*\) having the smallest cut cost when applied to \(G\). That is, \(L^*\) minimises the quantity \(C(m_G(L))\) among all computed leaf partitions, where for a leaf partition \(L = \{L_1, \ldots, L_k\}\) we define \(m_G(L) = \{m_G(L_1), \ldots, m_G(L_k)\}\). The output of the algorithm is then the vertex partition \(m_G(L^*)\) of \(G\).

By Theorem 12, for some decomposition tree \(T'\) and the corresponding leaf partition \(m_{T'}(V^*) = \{m_{T'}(V_1^*), \ldots, m_{T'}(V_k^*)\}\) of the optimal perfectly balanced partition \(V^* = \{V_1^*, \ldots, V_k^*\}\), we get the upper bound \(C(m_{T'}(V^*)) \leq O(\log n) \cdot C(V^*)\). This is due to the observation that for any (vertex or leaf) partition \(\mathcal{X} = \{X_1, \ldots, X_k\}\) it holds that \(C(\mathcal{X}) = \frac{1}{2} \sum_{j=1}^{k} C(X_j)\). By Corollary 13 we know that the cut cost of the computed leaf partition \(L'\) in \(T'\) is at most the cut cost of the optimal perfectly balanced leaf partition in \(T'\), hence \(C(L') \leq C(m_{T'}(V^*))\). From the lower bound in Theorem 12 we can conclude that \(C(m_G(L^*)) \leq C(L')\). Finally, since we chose \(L^*\) to minimise the quantity \(C(m_G(L))\) among all computed leaf partitions, we get \(C(m_G(L^*)) \leq C(m_G(L'))\). This implies \(C(m_G(L^*)) \leq O(\log n) \cdot C(V^*)\), and concludes the proof. \(\square\)
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2.6 Conclusions

In this chapter, we studied the \( k \)-BALANCED PARTITIONING problem on tree instances. Typically, NP-hard graph problems become trivial when restricted to trees. For \( k \)-BALANCED PARTITIONING however we showed that trees are an interesting benchmark, for various reasons.

When a perfectly balanced solution is required, we showed that even if the maximum degree of the tree is constant the \( k \)-BALANCED PARTITIONING problem is hard to approximate. Even more disheartening, on unrestricted unweighted connected trees no approximation algorithm can substantially outperform the trivial one that cuts all edges of the tree. This behavior matches that of general graphs, for which no algorithm with bounded approximation ratio exists. In this sense, trees represent a simple unit that still captures the full complexity of the problem.

On the other hand, if one settles for near-balanced solutions, trees prove to be “easy” instances, which admit a PTAS with approximation \( \alpha = 1 \), the best possible in the bicriteria sense. This crucial fact enables our PTAS for trees to be extended into an algorithm for general graphs with approximation factor \( \alpha \in O(\log n) \), improving on the best previous [8] bound of \( \alpha \in O(\log^{1.5}(n)/\varepsilon^2) \). Hence, remarkably, the same approximation guarantee can be attained on the cut cost for the \( k \)-BALANCED PARTITIONING problem in case \( k = 2 \) (the BISECTION problem) and for unrestricted \( k \),
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if we settle for near-balanced solutions in the latter case. This is to be contrasted with
the strong inapproximability results for the case of unrestricted $k$ when the solutions are
to be perfectly balanced.

![Figure 2.10: The hardness of trees versus their maximum degree $\Delta$. The hardness results from Section 2.3 (large dots) indicate that the hardness grows with $\Delta$ (dotted line). A modification of MacGregor’s [90] algorithm yields an approximation of $O(\Delta \log_\Delta(n,k))$ (solid line). This means there is a gap of size $O(\log(n,k))$ between the lower and upper complexity bounds in case $\Delta$ is constant.](image)

**Open Problems.** For perfectly balanced partitions of trees it remains open to generalize our results to show a tighter dependency of the hardness on the degree (Figure 2.10). In addition, the possibility of an approximation algorithm for perfectly balanced partitions with a better ratio than $\alpha \in O(\Delta \log_\Delta(n,k))$, as provided by the greedy scheme by
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MacGregor [90], remains open. In particular, Theorem 4 does not rule out an algorithm that approximates the cut cost by the factor $\alpha = 25/24$ if $\Delta \leq 7$.

For near-balanced partitions it remains to be seen what other graph classes permit better approximation ratios on the cut size than those known for general graphs. It is worth mentioning though that the dynamic program of the PTAS presented in this chapter can be generalized to graphs with bounded tree-width, using standard techniques [116]. Hence also for these graphs a factor of $\alpha = 1$ is achievable.

Another performance metric that may be improved in our results is the runtime. We showed that we can achieve approximations on the cut cost that do not depend on $\varepsilon$, whereas the dependency on $\varepsilon$ in the runtime is quite conspicuous. This begs the question whether an algorithm offering a better tradeoff in the dependency of $\varepsilon$ between runtime and cut cost can be found. A recent result [44] however shows that there is no hope for a reasonable algorithm of this sort. More precisely it is shown that, unless $P=NP$, for trees there is no fully polynomial time algorithm with the following properties: The computed solution is near-balanced and the cut cost may deviate from the optimum of a perfectly balanced solution by $\alpha = n^c/\varepsilon^d$, for any constants $c$ and $d$ where $c < 1$.

Another main challenge we see for general graphs is to resolve the discrepancy in complexity between the case $\varepsilon = 1$ and the case $\varepsilon < 1$, studied in this chapter (recall Figure 2.4). For the case $\varepsilon = 1$ the algorithm by Krauthgamer et al. [83] achieves factor $\alpha \in \mathcal{O}(\sqrt{\log n \log k})$ and in the same paper it is shown that a dependency of
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$\alpha$ on $k$ is unavoidable. Proving similar results for the case $\varepsilon < 1$ seems difficult to achieve, as the spreading metric techniques generally used for $\varepsilon = 1$ do not extend to $\varepsilon < 1$. Furthermore, the graph decomposition results that we used to achieve an $O(\log n)$ approximation do not seem amenable to leading to algorithms with $o(\log n)$ approximation factor. Therefore it is likely that radically new techniques need to be developed to resolve the discrepancy.
Chapter 3

Online Approximation of Time Series with Applications*

3.1 Introduction

Analyzing an online stream of measurements or transactions is a fundamental problem in database systems. Indeed, with the rapid growth and adoption of various tracking and monitoring technologies, database systems are under constant pressure to process in real-time the large volumes of data feeds that are generated by sensors embedded in environments, network infrastructures, financial markets, and so on. In many of these applications, the data is best thought of as a time series—an ordered sequence of measurements, where the order can be temporal as stock trades in financial markets,

*Parts of this chapter appeared in the following publication: [56]
series of sensor measurements, retail transactions, etc., or spatial as the linear order defined by isocontours in some physical sensor measurements, or some other externally imposed order.

The goal of an online time-series approximation scheme is to summarize the data in one-pass and construct an approximate representation that can support a variety of time-series queries with bounds on worst-case error. Given the importance of time-series data, many approximation methods are known [23, 74, 76, 82, 109], although research in online approximation and worst-case error bounds is relatively recent [17, 59, 60, 61, 62]. Some of these schemes such as those based on wavelets can require an expensive post-processing phase to reduce a larger set of wavelet coefficients to a $B$-bucket approximation. This includes the current theoretical best scheme due to Guha [59, 60] which achieves $(1 + \varepsilon)$ approximation but requires $O(B^3 \varepsilon^{-2} \log^2 n)$ time post-processing to cull down the $O(B \log n)$ wavelet coefficients into a $B$-bucket representation. In this work, we are particularly interested in combinatorial approximation schemes that maintain a query-ready synopsis in real-time—that is, at all times, the approximation is available for query processing with no additional computational overhead. In this regard, our approach is similar to the methods of [17, 104]. As discussed by Guha [59], when wavelets are used directly as a queriable structure [22], one only gets an approximation quality of the form $(O(1), \log n)$ in the standard $(\alpha, \beta)$ terminology; that is, $\alpha$ times the error of the optimal scheme using $\beta$ times the optimal number of buckets. In order
to achieve \((O(1), O(1))\) approximation, one requires the expensive post-processing mentioned earlier [59, 97].

Our main contribution is the introduction of a generic geometric method for approximating a one-dimensional signal that has the following properties: (1) at all times, it maintains a query-ready piecewise linear approximation of the time-series seen so far; and (2) as long as the error metric satisfies some weak conditions (non-negativity, monotonicity and additivity), the approximation provides \((\alpha, \beta)\)-type worst-case optimality bounds. More specifically, we show that a simple greedy bucket-merge method that has been used in specific settings (maximum error [17] and euclidean distance based histograms [75] and maximum error amnesic approximation [104]), sometimes without any accompanying worst-case error analysis, can be abstracted to a generic form and applied more broadly with worst-case approximation bounds where none were known before [75, 104], and simpler and unified algorithms in other cases. In particular, we show that, besides the data stream model, the new generic scheme is easily adapted to two other variants of time-series approximation that have received significant attention lately: out-of-order streams and amnesic approximation.

The out-of-order stream model is motivated by the asynchrony in many distributed and networked data processing applications [27], such as sensor networks. When the data is produced at dispersed locations and then transmitted to a collection or processing node, data values may not arrive in the strict time-order in which they were recorded.
due to various networking delays and asynchronous communication. An approximation scheme for the out-of-order stream should be tolerant of a small number of gaps in the arrival sequence. We show that our approximation scheme works for the out-of-order time series model, increasing the memory requirement only by an additive term $O(k)$, where $k$ is the number of gaps in the time series at the current time.

An amnesic approximation is motivated by the fact that in most applications of time-series, the value of data decreases with age [100, 104]. An analyst is likely to be most concerned with the recent data, and as the data gets old, his tolerance for the error of approximation grows. Thus, given a fixed memory budget, a natural way to optimize its use in the time-series approximation is to grow the error tolerance with age, so that progressively smaller fraction of the representation is spent on older data. While there have been several models for aging the data (exponential time decay, polynomial time decay, etc), our approach is general, and works with any given monotone amnesic function. Specifically, given a piecewise constant monotone amnesic function, describing the error tolerance over the entire history, our scheme achieves a constant factor approximation. We begin with some notation to introduce our problems, followed with a statement of our results.
3.1.1 Preliminaries and Contributions

We assume that a time series is given as a sequence of values \( S = < v_1, v_2, \ldots, v_n > \), where each value \( v_i \) is associated with a timestamp \( t_i \). For our purposes, the timestamps are an abstract entity with monotonically increasing values. We are not concerned with whether the timestamps reflect the time at which the data values are generated (source) or the time at which they are processed (sink)—any consistent view of timestamps will suffice. In the stream model, we only require that before the item with timestamp \( t_i \) arrives, all items with timestamps \( t_i < t_j \) have arrived, but this assumption is relaxed in the out-of-order stream model.

We consider the problem of maintaining an approximation of the time series. A popular approximation method is to partition the data into consecutive blocks called *buckets* and represent every bucket by a single value, called a piecewise constant (PC) approximation. Instead, if we approximate the values of each bucket by a linear function (line segment), we get the piecewise linear (PL) approximation. The quality of an approximation is measured by error between the true time series and its approximated version, and \( L_p \) norm is a popular form of measuring the error. Specifically, the \( L_p \) norm error of the approximation is defined as follows:

\[
E_p = \left( \sum_{i=1}^{n} |v_i - \hat{v}_i|^p \right)^{1/p}
\]

(3.6)
where $\hat{v}_i$ is the approximation for value $v_i$. The $L_\infty$ norm is defined as:

$$E_\infty = \max_{i=1}^{n} |v_i - \hat{v}_i|$$

(3.7)

Our primary focus is on $L_\infty$ and $L_2$ norms.

The performance of our algorithms are expressed using the $(\alpha, \beta)$ approximation guarantees, meaning we achieve $\alpha$ times the error of the optimal scheme using $\beta$ times the optimal number of buckets. Our main results are summarized below.

1. We show that a generic bucket-merge scheme achieves a $(2, 4)$ approximation for a broad class of error metrics that satisfy non-negativity, monotonicity and additivity.

2. For commonly used metrics such as $L_2$ and $L_\infty$ and piecewise constant or piecewise linear approximations, our scheme admits a simple and highly efficient streaming implementation that compares favorably with the existing methods. In particular, for the $L_2$ error, our algorithm maintains a $B$ bucket approximation using $O(B)$ working space and $O(\log B)$ update time. While our bounds are worse than the best known theoretical result [59, 60], our scheme delivers comparable approximation quality in simulations, with the advantage of being significantly faster.

3. We show that our scheme easily adapts to the amnesic model of time series [104]. In particular, this adaptation called AMNESIC-MERGE achieves $(1 + \varepsilon, 3)$ approx-
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... using $O(\varepsilon^{-1/2} B \log(1/\varepsilon))$ memory and $O(\log B + \varepsilon^{-1/2} \log(1/\varepsilon))$ per item update time for the piecewise linear approximation. For piecewise constant approximation AMNESIC-MERGE achieves a $(1, 3)$ approximation using $O(B)$ memory and $O(\log B)$ per item update time. (This problem is called the UAA problem in [104], using piecewise constant monotonic amnesic functions.)

4. We also show that our scheme extends easily to out-of-order streams, where the data values may not arrive in their intended (stamped) order. Our scheme maintains piecewise approximations (PC or PL) for only the data that have arrived while still ensuring worse-case bounds on the error of approximation. (The need to bound approximation error requires that no bucket should include a “missing value” because otherwise an adversary can force an unbounded error by assigning arbitrarily large values to the missing data in the future.) Our variant, called the FRAGMENT-MERGE achieves $(\sqrt{2}, 5)$ approximation for the $L_2$ error using $O(B)$ space and $O(\log B)$ update time, and $(1 + \varepsilon, 3)$ approximation for $L_\infty$ error using $O(\varepsilon^{-1/2} B \log(1/\varepsilon))$ space and $O(\log B + \varepsilon^{-1/2} \log(1/\varepsilon))$ update time.

5. We perform extensive simulations to validate the empirical performance of our schemes on a variety of synthetic and real-world datasets. Our results confirm the space and time efficiency of our algorithms, which together with its simplicity and generality make it well-suited for many applications.
This chapter is organized as follows. In Section 4.2, we discuss related work. In Section 3.3, we describe the GENERIC-MINMERGE algorithm and its error analysis. Section 3.4, 3.5, and 3.6 discuss applications of this generic technique: stream histograms, amnesic approximations and out-of-order streams. In Section 3.7, we discuss our simulation results.

### 3.2 Related Work

There is a large body of research on streaming histograms in the database community. A non-streaming dynamic programming scheme for constructing a $B$-bucket histogram was originally proposed by Jagadish et al. [69], with time complexity $O(n^2B)$ and space $O(nB)$, which was subsequently improved by Guha [59] to $O(n^2B)$ time and $O(n)$ space. Currently, the best worst-case bounds for streaming histogram construction are due to Guha and his colleagues [58, 59, 60, 61, 62]. Their techniques tend to maintain a summary structure of small memory, require $O(1)$ processing time per item, and then require some post processing at the end to compute the final approximation. Specifically, for the $L_2$ metric, they achieve a $(1 + \varepsilon, 1)$ approximation in $O(n + B^3\varepsilon^{-2} \log^2 n)$ time with $O(B\varepsilon^{-2} \log n \log \varepsilon^{-1})$ space [59]. A very recent result of Guha [60] removes the dependence on $\log n$ from the space bounds.

Since many real-time applications deal with an intermixed sequence of updates and queries, an expensive post-processing before each query can be a bottleneck. As a result,
we seek representations that dynamically maintain an approximation, always ready to process queries. In [17], Buragohain et al. propose fast lightweight algorithms for query-ready approximations, but their schemes only works for the $L_{\infty}$ error metric. For other error metrics we point the reader to [59] as a good survey for existing techniques. Many time-series approximation scheme use a natural version of greedy bucket merging [104, 75, 17] in which the algorithm repeatedly greedily merges two buckets whenever it needs to allocate a new bucket. In particular, the GRAP-R algorithm proposed for the $L_2$ metric in [104] is very similar to the merging scheme proposed in this chapter, but it lacks a worst-case error analysis. In the computational geometry community, several algorithms are known for curve simplification using Hausdorff and Fréchet metrics, but their focus is not on time series.

The amnesic approximation problem was proposed in [104], where the authors perform an extensive study and show very good results in practice. But they offer no worst case guarantees. In fact, our merge scheme is a minor variation (controlling when the merge happens) but we can prove worst-case approximation bounds for our version.

In the streaming setting, given $B$ buckets as the input parameter, Abam et al. [6] propose an algorithm which achieves a $(3, 2)$ approximation for xy monotone curves in $O(B)$ space and $O(\log B)$ update time and the algorithm works for Hausdorff error metric. For arbitrary paths, it achieves a $(4\sqrt{2} + \varepsilon, 2)$ approximation for Fréchet error...
metric in space \( O(B^2 \varepsilon^{-1/2} \log^2 (1/\varepsilon)) \) with update time \( O(B\varepsilon^{-1/2} \log^2 (1/\varepsilon)) \) per value. For more references we point the reader to [6].

Out-of-order stream processing has been a topic of interest in many recent works in the database community. There have been new architectures proposed for handling out of order processing [86, 87] for a variety of problems, with the main concern being memory footprint. Many researchers have proposed heuristics [11, 118] and guaranteed algorithms [18, 27] for answering various types of queries for out-of-order data including quantiles, heavy hitters, sliding window counts. We solve the problem of maintaining histograms over out-of-order streams which is a well known aggregation technique for answering queries, and we show that the memory footprint required for our technique is very small.

Finally, Nath et al. [100] discussed the pros and cons of amnesic approximations for storing data on flash memory. They use lazy compression, which compresses data only when it is full, whereas our focus is to maintain an approximation with guarantee at all times.

3.3 The Generic-Minmerge

We want to compute a \( B \) bucket approximation of a time series of values \( S = < v_1, v_2, \ldots, v_n > \), where \( B \) is an input parameter. The piecewise constant (resp. linear) approximation means that the values in each bucket are approximated by a single value
(resp. linear function). The error of the approximation is typically measured by the $L_p$ norm distance between the original time series and its approximated version. We will use the notation $e(S, b)$ to denote the optimal error in approximating the time series $S$ using $b$ buckets; the specific $L_p$ norm and the approximation type (constant or linear) will be clear from the context. We begin with an abstract formulation of the problem that attempts to capture the essence of a greedy bucket-merge that is used in practice. We say that the piecewise approximation (constant or linear) for an error metric is well-behaved if the following three conditions hold:

1. **Nonnegativity:** The error is always non-negative.
   
   $$e(S', b) \geq 0, \ S' \subseteq S, \ b \geq 1$$
   (3.8)

2. **Monotonicity:** The error of approximating $S_1 \cup S_2$ using one bucket is at least as large as the error in approximating $S_1$ and $S_2$ separately with one bucket each.

   $$e(S_1 \cup S_2, 1) \geq e(S_1, 1) + e(S_2, 1)$$
   (3.9)

   Figure 3.11 illustrates this property with an example.

3. **Additivity:** The error of a $B$-bucket approximation is the sum of the errors of the individual buckets. (Please see the remark below.)
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Figure 3.11: Illustrating monotonicity, using $L_\infty$ error. The error for the combined set with one bucket is at least as large as the error of two subsets.

Remark: One can verify that PC or PL approximations using all $L_p$ norms (including $L_\infty$) are well-behaved—simply use the $p$th power of the $L_p$ norm as the error $e$ to see that additivity and monotonicity hold. In the limit as $p \to \infty$, this holds for the $L_\infty$ norm as well, but one can also replace sum with max in appropriate places in the proofs to get results for the $L_\infty$ norm as well. The Hausdorff metric is also well-behaved, but the Fréchet is not [6].

3.3.1 The Algorithm

The generic merge scheme, denoted GENERIC-MINMERGE is explained in pseudo-code in Algorithm 1. It takes as input a time series $S$ and $B$, the number of buckets. At any time, the buckets impose a partition of $S$ into intervals, where two buckets are adjacent if they represent two consecutive intervals of this partition. Our approximation maintains a partition with at most $4B$ buckets. When a new item arrives, it is placed in its own (newly allocated) bucket. If this new bucket causes the number of buckets to exceed $4B$, we shrink the number of buckets by one by merging an appropriate pair
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Algorithm 1: GENERIC-MINMERGE (S, B)

1: \( \mathcal{M} = \emptyset \)

2: for next \( v_i \in S \) do

3: Allocate new bucket \( u \)

4: \( \mathcal{M} = \mathcal{M} \cup \{u\} \)

5: if \( |\mathcal{M}| \geq 4B \) then

6: \( \{v_1, v_2\} = \text{BEST-ADJPAIR}(\mathcal{M}) \)

7: \( v := \text{MERGE}(v_1, v_2) \)

8: \( \mathcal{M} = \mathcal{M} \setminus \{v_1, v_2\} \)

9: \( \mathcal{M} = \mathcal{M} \cup \{v\} \)

10: end if

11: end for

of adjacent buckets. In particular, we merge those two adjacent buckets that result in a bucket with smallest error. This is achieved by functions BEST-ADJPAIR and MERGE. An illustration of one iteration of the algorithm is shown in Figure 3.12. In the next section we prove that this scheme achieves the \((2, 4)\) approximation.

3.3.2 Analysis of Generic-Minmerge (GM)

We begin by stating a crucial property, called Min-Merge maintained by the buckets produced by the GM algorithm at any time. An approximation \( P \) is said to obey the
Figure 3.12: Illustrating Min-Merge. The new item is put in a new bucket and the two buckets whose merger leads to the least error bucket are merged (shown with a dashed box).

Min-Merge property if the approximation error of a bucket formed by merging any two adjacent buckets in $P$ is greater than (or equal to) the approximation error of any of the buckets before the merge. Then by Algorithm 1 we have the following.

**Lemma 3.3.1.** The buckets in the GENERIC-MINMERGE algorithm obey the Min-Merge property.

**Proof:** The proof is by induction on $i$, the index of the last input value arrived. The base case is established by noticing that when $i \leq B$ then each bucket $b_j$ has error $e(b_j) = 0$.

For the inductive step, we assume that the condition holds after $v_i$ ($i > B$) has been processed and prove it continues to hold after $v_{i+1}$ is processed by the GENERIC-MINMERGE algorithm.

If $i > B$ the GENERIC-MINMERGE algorithm must merge two adjacent buckets into a new bucket $b'$ after receiving $v_{i+1}$. We consider two cases. Either the GENERIC-MINMERGE merges the $B$th and the $(B+1)$th bucket (i.e., the bucket newly allocated
for the single $v_{i+1}$) or it merges some other pair of buckets present before $v_{i+1}$ had been inserted. In the former case, the newly created $b' = \text{merge}(b_B, b_{B+1})$ bucket has error $e(b')$ greater than or equal to $e(b_B)$ before inserting $v_{i+1}$ therefore, since merge involving the $B$th bucket before $v_{i+1}$ was inserted obeyed the min-merge property by the inductive hypothesis, so it will a fortiori when $b_B$ is extended to include $b_{B+1} = v_{i+1}$. Suppose otherwise that two buckets $b_j, b_{j+1}, j \neq B$, are merged following the insertion of $v_{i+1}$.

This means that $e(\text{merge}(b_B, b_{B+1}))$ is greater than the error of the two merged buckets (otherwise $b_j$ and $b_{j+1}$ would have been merged by the algorithm, instead), therefore it holds that $e(\text{merge}(b_j, b_{j+1})) \geq e(\text{merge}(b_B, b_{B+1})) \geq e(b_x) \forall x$ where the last part of the chain of inequalities is given by the inductive hypothesis.

We now prove the main result of this section.

**Theorem 3.3.2.** For any well-behaved error metric, GENERIC-MINMERGE achieves a $(2, 4)$ approximation.

**Proof:** We present our proof when the objective is to minimize the sum of the bucket errors; the proof for the maximum error follows by changing summation to max. Let $E^*$ denote the optimal error of approximation using $B$ buckets, and let $E$ denote the error achieved by the GM algorithm using $4B$ buckets. We will show that

$$E \leq 2E^*.\quad (3.10)$$
For ease of reference, we will denote the buckets in the optimal solution as optimal buckets, and the buckets of the latter as the merge buckets: in both solutions, the buckets partition the set into intervals. Now, the \( B \) optimal buckets can \textit{intersect} at most \( B - 1 \) merge buckets, where the intersection means that an endpoint of the optimal bucket lies in the interior of the corresponding merge bucket. Let us call a merge bucket intersected by the optimal bucket a \textit{split bucket}, and let \( b_s \leq B - 1 \) be the number of split buckets. Let \( E_s \) be the total error associated with these \( b_s \) split buckets. We call the remaining merge buckets the \textit{non-split buckets}, and let \( E_n \) be the total error associated with these buckets. Now, since the split and non-split buckets account for all the buckets of the GM algorithm, we have

\[
E \leq E_s + E_n \tag{3.11}
\]

(This is an equality for \( L_p \) norms, for finite \( p \), and the max can be substituted for the sum for the \( L_\infty \) norm.)

We now argue that

\[
E_n \leq E^* \tag{3.12}
\]

Let \( \{T_1, T_2, \ldots, T_B\} \) denote the partition of \( S \) by the \( B \) optimal buckets. That is, \( T_i \) is the subset approximated by the \( i \)th bucket in the optimal representation. Similarly, let \( \{T'_1, T'_2, \ldots, T'_{b_n}\} \) denote the sets approximated by the \( b_n \) non-split buckets of GM. Observe that for every \( j \), we must have an \( i \) such that \( T'_j \subseteq T_i \), although some \( T_i \) sets
may not have any $T'_j$ as subset. Let $Y$ be the set of indices such that $i \in Y$ iff for some $j$, $T'_j \subseteq T_i$. Thus, we have

$$\sum_{i \in Y} e(T_i, 1) \geq \sum_{j=1}^{b_n} e(T'_j, 1) \quad (3.13)$$

This follows from the monotonicity property because each non-split bucket lies inside some optimal bucket. Finally, since $E^* \geq \sum_{i \in Y} e(T_i, 1)$, we get that $E_n \leq E^*$.

Next, we argue that $E_s \leq E^*$. If $\{T''_1, T''_2, \ldots, T''_{b_s}\}$ are the subsets approximated by the split buckets, then we clearly have that

$$E_s = \sum_{i=1}^{b_s} e(T''_i, 1) \quad (3.14)$$

Call a pair of adjacent non-split buckets a witness pair if those buckets lie in a common optimal bucket. Call a set of witness pairs disjoint if no two pairs share any (non-split) buckets. We will argue shortly that there always exists a set of $b_s$ disjoint witness pairs, but for now let’s assume that and complete the proof that $E_s \leq E^*$.

Let us denote the set of values approximated by the $i$th disjoint witness pair by the set $X_i$. Since the buckets obey the Min-Merge property (Lemma 3.3.1), we must have

$$\sum_{i=1}^{b_s} e(X_i, 1) \geq \sum_{i=1}^{b_s} e(T''_i, 1) \quad (3.15)$$

Each of these $X_i$ sets is a subset of some set $T_j$, where some sets might have multiple $X_i$s as subsets. Let $Z$ be the set of indices $j$ such that $j \in Z$ iff $T_j$ has some $X_i$ set as its
subset. Then, using monotonicity we get,

$$\sum_{j \in Z} e(T_j, 1) \geq \sum_{i=1}^{b_s} e(X_i, 1) \quad (3.16)$$

By the non-negativity and additivity of the error metric, we have

$$E^* \geq \sum_{i \in Z} e(T_i, 1) \quad (3.17)$$

Using equations 3.14, 3.15, 3.16, 3.17 we get,

$$E_s \leq E^* \quad (3.18)$$

Remember that $b_s$ is at most $B - 1$. Now we show that our assumption of there being at least $b_s$ disjoint witness pairs is true. Let us say not, and without loss of generality let us say there are exactly $B - 2$ disjoint witness pairs. There are a total of $4B$ buckets, among which there are at most $B - 1$ split buckets. Hence we are left with at least $3B + 1$ non-split buckets. Among these there are only $B - 2$ disjoint witness pairs (by assumption). Hence we are left with at least $3B + 1 - (2B - 4) = B + 5$ buckets. But, we have only $B$ optimal buckets, hence by the pigeon hole principle, there must be at least one more disjoint witness pair, which makes our assumption incorrect.

Equations 3.11, 3.12 and 3.18 give us the 2 approximation on the error, we used $4B$ buckets, where $B$ is the optimal, and this completes the proof that the GM algorithm gives a $(2, 4)$ approximation if the error metric is well behaved. □
The error analysis of the generic merging scheme holds for all well-behaved error metrics, which include all $L_p$ norms as well Hausdorff distance. In fact, for the $L_p$ norms by substituting $E$ for its $p$-th power in the proof above, we can show the following improved bound.

**Theorem 3.3.3.** For the $L_p$ error metric, GENERIC-MINMERGE achieves a $(2^{1/p}, 4)$ approximation.

**Remark:** A streaming implementation of GM requires a space-efficient implementation of the two key functions: BEST-ADJPAIR and MERGE. In the following, we show that for the two most popular norms ($L_2$ and $L_\infty$), these functions can be implemented in the streaming model with small memory footprints and can also be extended to amnesic and out-of-order models. On the other hand, we do not know how to realize these functions for other $L_p$ norms in the streaming model: for instance, computing the optimal $L_1$ approximation of a time series requires maintaining (and updating) the median of streaming subsets. Whether one can use approximations of the bucket errors and still obtain the global error bound for the generic minmerge remains an interesting open question.
3.4 Histograms for $L_2$ and $L_\infty$

To evaluate the functions BEST-ADIPAIR and MERGE in the streaming model, we need to compute the $L_2$ or $L_\infty$ error for the union of two buckets without explicit knowledge of the values in those buckets. For the $L_\infty$ error, Buragohain et al. [17] show how to implement the greedy bucket-merge in the streaming setting. However, their technique and analysis is limited to $L_\infty$ error only, which can be computed by maintaining the axis-aligned bounding box for PC histogram and (approximate) convex hulls for the PL histogram. Because of their specialized application, Buragohain et al. [17] are able to obtain the following tighter analysis for the greedy bucket-merge:

**Theorem 3.4.1** ([17]). For the $L_\infty$ error metric,

- the GM algorithm achieves a $(1, 2)$ approximation for the streaming PC histogram using $O(B)$ space and
  
  $O(\log B)$ update time for each value.

- the GM algorithm achieves a $(1 + \varepsilon, 2)$ approximation for the streaming PL histogram using $O(\varepsilon^{-1/2} B \log (1/\varepsilon))$ memory and $O(\log B + \varepsilon^{-1/2} \log (1/\varepsilon))$ update time for each value.

In the following, we show that our generic framework allows us to extend these results to $L_2$ norm. In particular, we show that the $L_2$ error for each bucket can be
encoded in $O(1)$ space, and this representation allows us to compute the $L_2$ error of the bucket obtained by merging two adjacent buckets in $O(1)$ time. Specifically, let us consider two adjacent buckets, representing the sets of items $S_1$ and $S_2$, where $S_1 \cap S_2 = \emptyset$. Suppose the sequence of values is $v_1, v_2, \ldots, v_n$, with associated time stamps $t_1, t_2, \ldots, t_n$. Then, it is well-known that the optimal linear approximation under the $L_2$ error for the sequence $v_1, v_2, \ldots, v_n$ is achieved by the least squares line fitting the two-dimensional set of values $(t_1, v_1), (t_2, v_2), \ldots, (t_n, v_n)$. The slope and the intercept of this line can be computed by the following four sums: $\sum v_i, \sum v_i^2, \sum t_i$ and $\sum v_i t_i$, which can be maintained in $O(1)$ space and updated for the union of two adjacent buckets in $O(1)$ time. The proof of the following can be found in [24] and [104].

**Lemma 3.4.2.** Given two adjacent intervals sets $S_1$ and $S_2$ and their optimal least square approximations, we can obtain the optimal least square approximation for $S_1 \cup S_2$ in $O(1)$ time and $O(1)$ space. The exact value of the $L_2$ norm error of $S_1 \cup S_2$ can be computed from the errors of the buckets for $S_1$ and $S_2$ in $O(1)$ time and $O(1)$ space.

With this result, we can evaluate the key functions of the GM algorithm efficiently in the streaming model. Specifically, MERGE can be implemented $O(1)$ time by storing $O(1)$ information about each bucket, while BEST-ADJPAIR function can be implemented using a heap in $O(\log B)$ update time per value. Thus, we have the following result.
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**Theorem 3.4.3.** Given a time-series, we can compute a streaming \((\sqrt{2}, 4)\) approximation of its \(B\)-bucket PC or PL histogram under the \(L_2\) norm using \(O(B)\) space and \(O(\log B)\) update time for each value.

### 3.5 \(L_\infty\) Amnesic Approximation

In an amnesic (or, time decaying) approximation, recent data are approximated more faithfully than older data. In other words, the approximation error is allowed to grow with the age of the data. The streaming amnesic approximations have received considerable attention lately as histogram summaries have become an important tool for online analysis of data [100, 104]. We show that our generic minmerge framework is well-suited for amnesic approximation as well.

An amnesic representation is controlled by dividing the data into *age groups*, where each age group is assigned an upper bound on the approximation error. We take a general approach and assume that the amnesic representation is specified as a piecewise constant function, which is monotone, meaning that the approximation errors grow with age. In particular, a monotone piecewise constant amnesic function partitions the time series into time-intervals \([1, \tau_1], (\tau_1, \tau_2], \ldots, (\tau_{m-1}, \tau_m]\), with each interval \((\tau_i, \tau_{i+1}]\) associated with an error tolerance \(e_{i+1}\), where \(e_i \leq e_{i+1}\). Thus, the amnesic function \(f(x)\) can be described as:
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\[ f(x) = \begin{cases} 
  e_1, & 1 \leq x \leq \tau_1 \\
  e_2, & \tau_1 < x \leq \tau_2 \\
  \vdots \\
  e_m, & \tau_{m-1} < x \leq \tau_m 
\end{cases} \] (3.19)

See Figure 3.13 for an example—the top part shows an example stream approximated within the error bounds specified by the amnesic error function shown at bottom.

Figure 3.13: Amnesic approximation. The top figure shows increasing bucket heights (\(L_\infty\) error) with increasing data age, and the bottom figure shows a monotone amnesic error function, with 3 age groups.

Next, we describe the amnesic version of our generic merge algorithm and prove its error bounds. We consider only the \(L_\infty\) norm.
3.5.1 Amnesic-Merge (AM) Algorithm

Let the number of age groups in the amnesic function be $m$, where we assume that $m$ is a small constant and $m = o(B)$. Then, our problem is the following: *Given a monotone piecewise constant amnesic function $f()$, and a stream $S = <v_1, v_2, \ldots, v_n>$ of values, maintain an approximation minimizing the number of buckets used such that $|\hat{v}_i - v_i| \leq f(x_i)$ for all $i$, where $\hat{v}_i$ is the approximated value for $v_i$.*

The main conceptual difficulty in this amnesic approximation problem arises from the fact that the age of each item changes every time instant. The simple but key observation in our solution is the fact that only those buckets that cross the age group boundaries require special care; the remaining ones behave as in the standard streaming model. This requires only a minor change to the generic minmerge, and we call this variant the **AMNESIC-MERGE (AM)** algorithm:

1. Allocate a bucket for the next value in the stream.

2. For each age group with two or more buckets in it, if merging any two adjacent buckets produces error less than or equal to the allowable error in the age group, merge the two buckets.

3. Go to Step 1.
A bucket is in an age group if its starting timestamp lies in the age group. This algorithm is nearly identical to the algorithm proposed in [104] with one minor difference: in that algorithm, the merge precedes the allocation of the new bucket, while in our algorithm these steps are reversed.

**Analysis of the Amnesic-Merge (AM)**

We first point out the problem formulation of the amnesic approximation is quite different from our earlier problem. There, we wished to minimize the error given a number $B$ of buckets. In the AM algorithm, we want to minimize the number of buckets given error bounds. We show that if the optimal algorithm uses $B^*$ optimal buckets for a given amnesic function, then the AM algorithm uses no more than $3B^*$ buckets, while achieving the same error guarantees for each age group. Thus, AM is a $(1, 3)$ approximation.

**Lemma 3.5.1.** The bucket approximation produced by the Amnesic-Merge algorithm satisfies the $L_\infty$ error bounds for each age group, and uses at most 3 times the optimal number of buckets.

**Proof:** Let us denote the number of buckets in age group $i$ by $b'_i$, where age group $i$ is the set of values with age in the range $(\tau_{i-1}, \tau_i]$. As mentioned earlier, the buckets can be thought of as a linear partition of the age axis. There are at most $m - 1$ buckets which intersect with the partition obtained by the age groups defined by the amnesic function.
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Every age group $i$ has at least $b'_i - 1$ non-intersecting buckets. Let us denote the number of non-intersecting buckets associated with age group $i$ by $b''_i$. Then,

$$b''_i \geq b'_i - 1 \quad (3.20)$$

Assume for now that $b''_i \geq 2$. Since we merge buckets only if they produce error less than the required error for the age group, the buckets in every age group are within the required error. Let us denote the set of values in age group $i$ approximated by non-intersecting buckets by $T''_i$. Let us denote the maximum error in the non-intersecting buckets formed by AM algorithm in age group $i$ by $e_m(T''_i, b''_i)$, where $b''_i$ is the number of buckets used. Also, let us denote the maximum error in the buckets produced by the optimal algorithm in approximating set $T''_i$ using $b_i$ buckets by $e(T''_i, b_i)$. From the AM algorithm we know that if there was even one more merge in the $b''_i$ non-intersecting buckets in age group $i$, the error will be more than the allowable error. Hence,

$$e(T''_i, \lfloor (b''_i - 1)/2 \rfloor) \geq e_m(T''_i, b''_i - 1) > e_i \quad (3.21)$$

The first part of this equation follows from the fact that the buckets obey the Min-Merge property. This equation implies that even if one bucket is shared across every neighboring age group by the optimal algorithm, with less than $(\sum_i \lfloor (b'_i - 1)/2 \rfloor) - m$ buckets optimal algorithm cannot achieve the desired error in every range. Let $B = (\sum_i \lfloor (b'_i - 1)/2 \rfloor) - m$. We also know that the merge algorithm with at most $\sum_i (b'_i)$ buckets achieves the desired error in every range. Let $B' = \sum_i (b'_i)$. Using this and equation 3.20 we can show that
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\[ B' \leq 2B + O(m) \leq 3B. \] (The \(O(m)\) terms also take care of the case when \(b'_i \geq 3\) does not hold, and since \(m = o(B)\), the approximation still holds.)

To implement the merging of two buckets and computing the \(L_\infty\) error of a bucket, we need to maintain the convex hull of the values in each bucket. In the worst case, the size of the convex hull for a set of \(n\) values is \(O(n)\), but we can use the techniques presented in [17] to reduce this size to a user specified constant. We omit the details and point the reader to [17] for details, and summarize our result in the following theorem.

**Theorem 3.5.2.** The **AMNESIC-MERGE** algorithm achieves a \((1 + \varepsilon, 3)\) approximation for the amnesic approximation problem and uses \(O(\varepsilon^{-1/2}B^* \log(1/\varepsilon))\) space and \(O(\log B^* + \varepsilon^{-1/2} \log(1/\varepsilon))\) update time for each value, where \(B^*\) is the number of buckets in the optimal solution.

**Remark:** Palpanas et al. [104] also propose the dual version of amnesic approximation problem described above. In the dual version, we are given an input parameter \(B\), and the constraints on the ratios of the tolerable errors in each age group. It is difficult to achieve bounds on this problem as the number of buckets that needs to be assigned to a contiguous piece of data might change in a non-monotonic manner depending on the incoming data. We believe that there is a negative result for this problem and intend to address this issue in a future study.
3.6 Out-of-Order Streams

We now discuss an extension of our GENERIC-MINMERGE that holds for approximating out-of-order streams. The out-of-order stream model is motivated by the asynchrony in many distributed and networked data processing applications [27], where data is sensed at dispersed locations and then transmitted to a central node for processing. Due to various networking delays and asynchronous communication, data values may not arrive in the strict time-order in which they were recorded. An approximation scheme for the out-of-order stream should be tolerant of a small number of gaps in the arrival sequence.

A gap is maximal block of timestamps \([t_i, t_j]\) such that items with timestamps \(t_i - 1\) and \(t_j + 1\) have arrived but none of the items with timestamp \(t\), for \(t_i \leq t \leq t_j\), have arrived. We call the maximal block of timestamps between two consecutive gaps a fragment. Figure 3.14 shows a snapshot of an out-or-order stream with gaps and fragments.

![Gaps and Fragments](image)

Figure 3.14: Snapshot of an out-of-order stream, showing gaps and fragments.
We are interested in PC or PL bucket approximations using $L_2$ or $L_\infty$ error. A bound on the approximation error means that no bucket can include a gap—the missing value can be arbitrarily far off from the approximation. Thus, it is easy to see that if there are $k$ gaps in the data seen so far, then an guaranteed error approximation requires at least $\Omega\left(\min(k, n - k)\right)$ space. In practice, we assume that the number of gaps is small, and show that our approximation uses space only linear in the number of gaps. Our algorithm for the out-of-order streams is called FRAGMENT-MERGE and is described below.

### 3.6.1 The Fragment-Merge (FM) Algorithm

Algorithm 2 gives the pseudocode for the FM algorithm. The value for the constant $c$ is set to 2 for the $L_\infty$ norm, and 4 for the $L_2$ norm. At a high level, the algorithm works as follows. On the arrival of a new value, a new bucket is allocated. Suppose the timestamp associated with the new value is $t_i$. Depending on how $t_i$ relates to the gaps and fragments, we can have three cases.

1. A new fragment is formed if the values with timestamps $t_{i-1}$ and $t_{i+1}$ have not been seen so far.

2. The new value is adjacent to exactly one existing fragment—that is, either $t_{i-1}$ or $t_{i+1}$ have been seen, but not both.
3. The new value closes the gap between two fragments—that is, both $t_{i-1}$ and $t_{i+1}$ have been seen.

These three cases are shown in Figure 3.15. Depending on which category the new value falls in, the FM algorithm performs 0, 1 or 2 merges. The FRAG-BEST-ADJPAIR function returns the two buckets whose merge results in a bucket with least error among all adjacent pairs of buckets in all fragments. We analyze this algorithm in the next section.

**Algorithm 2: FRAGMENT-MERGE($S$, $c$, $B$)**

1: $\mathcal{M} = \emptyset$, $k = 0$
2: \textbf{for all} $v_i$ \textbf{do}
3: Allocate new bucket $u$
4: $\mathcal{M} = \mathcal{M} \cup \{u\}$
5: \textbf{if} $|\mathcal{M}| \geq cB + k$ \textbf{then}
6: \hspace{1em} \textbf{if} Exactly one of the neighboring values of $v_i$ has been seen \textbf{then}
7: \hspace{2em} $\{v_1, v_2\} = \text{FRAG-BEST-ADJPAIR}(S)$
8: \hspace{2em} $v = \text{MERGE}(v_1, v_2)$
9: \hspace{2em} $\mathcal{M} = \mathcal{M} \setminus \{v_1, v_2\} \cup \{v\}$
10: \textbf{else if} Two neighboring values of $v_i$ have been seen \textbf{then}
11: \hspace{2em} $\text{counter} = 0$
12: \hspace{2em} \textbf{while} $\text{counter} < 2$ \textbf{do}
13: \hspace{3em} $\{v_1, v_2\} = \text{FRAG-BEST-ADJPAIR}(S)$
14: \hspace{3em} $v = \text{MERGE}(v_1, v_2)$
15: \hspace{3em} $\mathcal{M} = \mathcal{M} \setminus \{v_1, v_2\} \cup \{v\}$
16: \hspace{3em} $\text{counter} = \text{counter} + 1$
17: \hspace{2em} \textbf{end while}
18: $k = k - 1$
19: \textbf{else}
20: $k = k + 1$
21: \textbf{end if}
22: \textbf{end if}
23: \textbf{end for}
3.6.2 Analysis of Fragment-Merge (FM)

We detail the analysis for the $L_\infty$ norm, and mention briefly the case of the $L_2$ norm. Because of the out-of-order arrival of items, there are two different notions of time: the timestamp, which represents the time at which data is generated (at the source), and the time at which it is received at the processing node (sink). We use the notation $t$ to denote the source-time and $\tau$ to denote the processing or sink-time. Let $k_i$ be the number of fragments at time instant $\tau_i$. The analysis of FM rests on two lemmas: the first one proves that the buckets satisfy the Min-Merge property and bounds the size of approximation; the second does the error analysis.

**Lemma 3.6.1.** At any time $\tau_i$, the FRAGMENT-MERGE algorithm maintains an approximation of size at most $2B + k_i$ buckets, where $k_i$ is the number of fragments at time
After each completed iteration of the algorithm, the buckets obey the Min-Merge property.

**Proof:** Our proof is by induction, on the length of the time series. For the base case, we have one value, so for any $B$, we have less than $2B + k_i$ buckets, where $k_i = 1$. We show that the lemma is true for all iterations of the algorithm after the first time instant $\tau_j$ where we have $2B + k_j$ buckets. Before the first such time instant the number of buckets is less than $2B + k_i$ for any instant $\tau_i$ and the Min-Merge property holds because there have been no merges. We assume that the claim is true for time instant $\tau_i$ and show that the claim is true for $\tau_{i+1}$. We separately analyze the three cases mentioned earlier.

- **Case 1.** The new value seen creates a new fragment of size 1: The number of fragments $k_{i+1} = k_i + 1$. For the new value a separate bucket is allocated by the algorithm which has zero error. The number of buckets at this point is $2B + k_i + 1$, which is $2B + k_{i+1}$ and this proves the first part of the claim. Since the Min-Merge property was satisfied at time instant $\tau_i$, it is also satisfied at time instant $\tau_{i+1}$ as the new bucket is not merged with any bucket.

- **Case 2.** The new value increases the length of exactly one existing fragment by 1: The number of fragments $k_{i+1} = k_i$. One merge operation is performed, so the number of buckets first increases to $2B + k_i + 1$ (allocation of bucket for
new value), and then decreases with the merge to $2B + k_i$, which is the same as $2B + k_{i+1}$. There are two sub cases that can occur:

- Case a: In the merge operation the new bucket gets merged with adjacent bucket, say $v$. Let us say that the bucket formed is $u$. Then, the error of bucket $u$ is no less than the error of bucket $v$ (monotonicity of $L_\infty$ error). Hence, the error in the bucket formed by further merging of $u$ will be no less than the resultant error if $v$ had been merged. But merging $v$ again would itself result in a bucket with highest error. This is true as Min-Merge property holds at time $\tau_i$. Hence the Min-Merge property holds at time $\tau_{i+1}$.

- Case b: In the merge operation, the new bucket is not merged. Then let us say buckets $u'$ and $v'$ get merged and the error in the resultant bucket is $e$. But this implies that any further merge (including merge involving new bucket), will give a bucket with error greater than $e$, which is the maximum error in the approximation after $(i + 1)$th iteration. Hence after this one merge Min-Merge property is satisfied.

- Case 3. The new value joins two previously disjointed fragments: This case is similar to Case 2 and its proof is omitted.

This completes the proof. □
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The second lemma establishes the quality of the approximation formed by FM algorithm with respect to optimal.

**Lemma 3.6.2.** At any time $\tau_i$, the approximation error of the Fragment-Merge algorithm using $2B + k_i$ buckets is no worse than the optimal approximation error using $B$ buckets, where $k_i$ is the number of fragments at time $\tau_i$.

**Proof:** Let us denote the number of buckets used by the optimal algorithm for fragment $j$ by $b_j$, where $1 \leq j \leq k_i$ and $\sum_{j=1}^{k_i} b_j = B$. Let the error associated with the optimal approximation using $B$ buckets be $E^*$. Let us denote the set of values in fragment $j$ by $F_j$. Let the error associated with optimal approximation of fragment $F_j$ using $b_j$ buckets be $e(F_j, b_j)$, and hence $E^* = \max_{j=1}^{k_i} e(F_j, b_j)$.

Let us denote the number of buckets used by the FM algorithm for the $j$th fragment by $b'_j$, where $1 \leq j \leq k_i$ and $\sum_{j=1}^{k_i} b'_j \leq 2B + k_i$. Let the corresponding error associated with fragment $j$ be $e_m(F_j, b'_j)$. The overall error of the approximation is $E = \max_{j=1}^{k_i} e_m(F_j, b'_j)$. We want to show that $E \leq E^*$. We will show the result by contradiction, and hence let us assume the following,

$$E^* < E$$

(3.22)

For the above equation to be true, there must exist at least one $u$, such that $b'_u < 2b_u$. This follows from the fact that every fragment follows the Min-Merge property (Theorem 3.4.1). Without loss of generality, let this be the fragment which results in the
maximum error i.e.

\[ E = e_m(F_u, b'_u) \]  \hspace{1cm} (3.23)

Then, there must also be at least one fragment \( v \), such \( b'_v > 2b_v + 1 \) (Pigeon hole principle). Now, consider the last algorithm iteration which resulted in the number of buckets for \( u \) to go from \( b'_u + 1 \) to \( b'_u \). Note that there could be multiple such merges and we consider the last such merge before time instant \( \tau_i \), say at time instant \( \tau_j \). At time instant \( \tau_j \), fragment \( v \) has either more than \( 2b_v \) buckets, or less (equal to) than \( 2b_v \) buckets. We handle the arguments for these two cases separately.

- Case 1: If \( v \) has more than \( 2b_v \) buckets, say it has \( b''_v \) buckets, and let the fragment itself at that time be \( F''_v \) where \( F''_v \subseteq F_v \), then

\[ e_m(F''_v, b''_v - 1) \leq e(F_v, b_v) \leq E^* \]  \hspace{1cm} (3.24)

This follows from the fact that the fragments obey Min-Merge property and the buckets obeying Min-Merge gives a \((1, 2)\) approximation for \( L_\infty \) error (Theorem 3.4.1). But, FM algorithm merges \( u \) before \( v \), so error in fragment \( v \) after one merge, is no less than the error in fragment \( u \) when it has \( b'_u \) buckets,

\[ e_m(F''_v, b''_v - 1) \geq e_m(F'_u, b'_u) \]  \hspace{1cm} (3.25)

Combining equations 3.23, 3.24 and 3.25, we get \( E^* \geq E \), which contradicts our assumption.
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- Case 2: At time instant $\tau_j$, fragment $v$ has less than (or equal to) $2b_v$ buckets. Then there must be a new value at some other time instant, say $\tau_l$, where $\tau_l$ is after $\tau_j$ which results in $v$ having more than $2b_v + 1$ buckets (after completed iteration of FM merge). This value can be either one which is next to one end of a fragment (in which case the proof is similar to that of Case 2, Lemma 3.6.1) or it can be the value which joins two fragments (in which case the proof can be derived similarly to Case 3, Lemma 3.6.1).

This concludes the proof. □

With the natural assumption that $k_i \leq B$, we get that $2B + k_i \leq 3B$. The analysis above requires us to maintain the convex hull of the values in each bucket in order to determine the approximation error in the bucket. Using the approximate convex hulls as in [17], we can get an $\varepsilon$ approximation. The main result for this section follows.

**Theorem 3.6.3.** The FRAGMENT-MERGE algorithm achieves a $(1 + \varepsilon, 3)$ approximation for the piecewise linear approximation of an out-of-order stream under the $L_\infty$ norm, using $O(\varepsilon^{-1/2}B \log(1/\varepsilon))$ space and $O(\log B + \varepsilon^{-1/2} \log(1/\varepsilon))$ update time for each value.

For piecewise constant approximation, the space and time bounds are $O(B)$ and $O(\log B)$ respectively, for a $(1, 3)$ approximation for the $L_\infty$ norm. We can show a similar result for the $L_2$ approximation.
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**Theorem 3.6.4.** The Fragment-Merge algorithm gives a \((\sqrt{2}, 5)\) approximation for the piecewise constant (or piecewise linear) approximation of an out-of-order stream under the \(L_2\) norm using \(O(B)\) space and \(O(\log B)\) update time for each value.

### 3.7 Simulation Results

Figure 3.16: Left to Right: STEAMGEN, RANDOM, DJIA, HUM and TEMP

In this section, we report on the simulation-based performance evaluation of our three main algorithms, for computing histogram for streams \((L_2\) approximation), histograms for amnesic approximation \((L_\infty\) approximation), and the out-of-order stream approximation. In particular, we implemented the following algorithms, including some optimal schemes for benchmarking. (All the code is written in Python or C++, and is available at www.cs.ucsb.edu/~foschini/files/ooodelay.zip, along with the instructions to run it. All the benchmarks reported in this chapter are run on an Intel Core Duo Processor (@ 2.00GHz) equipped with 2GB RAM.)

- **Generic-Minmerge, Amnesic-Merge, Fragment-Merge:** We implemented all three main variants of our generic scheme (GM, AM and FM).
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• **Dynamic Programming**: We implemented the dynamic programming scheme described in [69] for computing the optimal error histogram approximation. We only use the optimal histogram for error comparison, and so techniques for improving the space bounds are irrelevant in this case [59].

• **SPACEAPXWAVEHIST Algorithm**: We also implemented Guha’s algorithm described in [59], which currently has the best theoretical approximation bound\(^5\). (More details about this can be found in Section 3.7.1. For performance reasons, this algorithm is implemented in C++.)

• **Optimal Amnesic Approximation**: We implemented the optimal (offline) amnesic approximation scheme. This algorithm processes values in order of decreasing (source) timestamps. Initially the algorithm starts with an empty bucket. Values are added to the bucket as long as the error in the bucket is less than the tolerable error for the highest timestamp value in the bucket. If not, a new bucket is started, and so on.

In our experiments, we used a variety of datasets from various applications. From these, 5 datasets are shown in Figure 3.16.

\(^5\)[60] provides similar bounds as [59], the postprocessing time is nearly the same for both the algorithms and this is what we compare with GM and hence we implement only SpaceApxWaveHist.
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- **STEAMGEN [77]:** The set has 9600 measurements of the drum pressure, taken every 3s, from a model of a steam generator at Abbott Power Plant in Champaign IL.

- **RANDOM [77]:** This is the classical random walk data used in many papers on time series indexing. This set consists of 65536 values.

- **DJIA:** This set has the value of the Dow Jones Industrial Average index starting from year 1900. We obtained this dataset from StatLib and it consists of 25737 values.

- **HUM:** This set consists of measurements from humidity sensors monitoring servers in a large data center. It has 69652 values, representing humidity measurements every 30 seconds.

- **TEMP:** This set of 93861 values consists of temperature readings taken once every 5 minutes from the Davis weather station in Amherst, Massachusetts.

We begin by evaluating the quality of approximations produced by the GM algorithm and demonstrating the scalability of the scheme in Section 3.7.1. In Section 3.7.2 we compare the performance of AM algorithm with the optimal offline algorithm. And finally, in Section 3.7.3 we demonstrate the quality of approximations produced by the FM algorithm for out of order streams.
3.7.1 Minmerge for the $L_2$ Histograms

We evaluate the quality and scalability of $L_2$ histogram approximation by our generic minmerge algorithm GM. (A minmerge type algorithm for the $L_\infty$ histogram was already presented in [17].) Curiously, algorithms that use greedy bucket-merges for the $L_2$ streaming histograms have been used widely before, but with no worst-case error bounds [75, 104]. In fact, there is only one minor difference in the details of our GM and the GRAP-R algorithm [75]: we do the merge after allocating the new bucket for the new item, while GRAP-R does the merge first. Empirically, this minor change has little effect on the performance of the algorithm, but it does allow us to prove a worst-case error bound for GM.

The Approximation Quality

We compare the quality of the approximations produced by the GM algorithm with the dynamic programming scheme. Because dynamic programming has quadratic time complexity, it is extremely slow for large data sets, so we ran our test using $n = 4000$ values. The results are shown in Figure 3.17, which plots the $L_2$ approximation error vs. the number of buckets.

Our results were virtually identical across all 5 data sets, so this figure shows a representative sample for the HUM data set. In the experiment, we vary the buckets from 50 to 200. (Since the slowness of the dynamic programming limited us to $4K$ size
data sets, there did not seem to be a point in increasing the number of buckets to larger values. In later experiments on larger data sets, we allow larger values of $B$.

The total error predictably decreases with an increasing number of buckets. Recall that Theorem 3.4.3 gives a $(\sqrt{2}, 4)$ approximation guarantee, meaning that the error of the GM histogram using $4B$ buckets is no worse than $\sqrt{2}$ times the error of the optimal $B$-bucket histogram. Thus, Figure 3.17 shows 3 bars for each value of $B$: the leftmost bar is the optimal error; the middle bar is the error of the GM using $4B$ buckets; and the rightmost bar is the error of the GM using just $B$ buckets. The left part shows the results for PC histograms and the right part shows the results for PL histograms. These results show that GM’s performance is much better than the worst-case guarantee: with $4B$ buckets, the error is about a third of the optimal error, and even with the same memory as optimal ($B$ buckets), the error of the GM approximation is only slightly worse (never more than 30%).

*In fact, for the rest of the empirical evaluations, even for AM and FM algorithms, we always use only $B$ buckets for our algorithms, and not the constant-factor-times $B$ buckets required by our theorems.*

**Scalability of GM algorithm**

In this experiment we evaluate the scalability (processing time) of the GM algorithm as a function of the size of the stream. We use a large dataset to show the scalability, we call this dataset PRECIP. The archive [122] contains the average monthly and annual
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Figure 3.17: The approximation quality as a function of the number of buckets, for the HUM data. The results shown are for PC histograms (left) and PL histograms (right). $B$-GM refers to the $B$-bucket approximation, while $4B$-GM refers to the $4B$-bucket approximation (as needed for the theorem).

gage-corrected precipitation recorded by 26,858 stations worldwide. Station averages of precipitation are interpolated to a 0.5 degree by 0.5 degree of latitude/longitude grid, where the grid nodes are centered on 0.25 degree, resulting in 259200 geographically distinct measurements. The dataset PRECIP here analyzed contains $1M$ values from the previous archive obtained by concatenating the measurements for all stations for several months after having sorted the archive on (latitude, longitude) of the stations.

We vary the size of the dataset from $200K$ to $1M$ in intervals of $200K$ and plot the time taken per data point by the GM algorithm for different number of buckets: $B = 1000, 5000, 9000$. The results are shown in Figure 3.18 for PC approximation. As predicted by theory, the GM algorithm scales linearly with the size of the stream and
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Figure 3.18: Per-item processing time vs. the size of the time stream, for $B = 1000, 5000, 9000$ for the PRECIP dataset.

shows a negligible effect of the number of buckets. The results for PL approximations are the same, just that it takes more processing time per data point (roughly a factor of 3 more).

**Comparison with SPACEAPXWAVEHIST**

The current best theoretical bound for the $L_2$ histogram approximation is due to Guha [59]: his SPACEAPXWAVEHIST algorithm achieves $(1 + \varepsilon, 1)$ approximation in $O(n + B^3 \varepsilon^{-2} \log^2 n)$ time using $O(B \varepsilon^{-2} \log n \log \varepsilon^{-1})$ space. Our GM algorithm only guarantees a $(\sqrt{2}, 4)$ approximation, but has the advantage of utter simplicity, as well as generalizability to models such as amnesic and out-of-order streams. A second, and perhaps, more significant advantage of our scheme may be that it maintains a query-ready indexable structure at all times. In other words, our time series approximation is
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directly represented as a histogram that can be queried at any time, with no additional overhead. This is in contrast to schemes such as Guha’s [59] whose synopses consist of wavelet coefficients that must be processed to build a $B$ bucket histogram. The overhead of this post-processing requirement for the guarantee can be significant—for instance, the technique in [59] requires $O(B^3 \log^2 n)$ time to build the $B$ bucket histogram before a query can be answered. Thus, the two schemes, ours and Guha’s, have different advantages—the latter has the best provable worst-case error guarantee while the former maintains an online query-ready histogram—so it is worth comparing the two in a simulation.

Since a public implementation of SPACEAPXWAVEHIST was no available, we implemented it ourselves. After some optimizations and parameter tuning, the observed performance seems to match with what is reported in [59], so we feel that our comparisons should be fair. Figures 3.19 shows the main results of our experiments (for HUM dataset): the error in the approximation of the GM algorithm (using the same amount of memory) is close to that achieved by SPACEAPXWAVEHIST (the left figure), however the running time of that algorithm is significantly worse than GM (as predicted by theory), as shown in the right figure. Results for other datasets are virtually the same. The SPACEAPXWAVEHIST scheme uses memory in two places, wavelet synopsis and partial dynamic programming table. Rather than optimize the memory distribution
across these two components, we allocated to each part as much memory as our GM scheme requires, thereby potentially giving \texttt{SPACEAPXWAVEHIST} twice the memory.

![Figure 3.19: GM vs. \texttt{SPACEAPXWAVEHIST}. The approximation error (left) of $B$-bucket GM is comparable to the $B$-bucket \texttt{SPACEAPXWAVEHIST}, with the latter given twice the working space. The running time of GM is significantly faster, due to the $O(B^3)$ term in \texttt{SPACEAPXWAVEHIST}.](image)

### 3.7.2 The Amnesic Time Series Approximation

In order to set up a natural aging function, we divided the data into 4 groups, with approximation error set to 1%, 2%, 3% and 4%, respectively, of the maximum data range, where the data range is defined as the difference between the maximum and the minimum value. The spread of the groups is exponential. In other words oldest $n/2$ are allowed error 4%, the next $n/4$ values are allowed error 3% and so on. Thus, we have a monotone piecewise constant amnesic function with 4 steps. We also used a scaling function to adjust the values of the allowable errors, while keeping their ratio the same.
In other words, by using a scaling factor of 2, we get the approximation errors for the 4 age groups to be 2.0%, 4.0%, 6.0% and 8.0%.

The approximation quality for the amnesic histogram is given by the number of buckets used by the AM algorithm, so we compare this to the optimal amnesic approximation. We show the results of the streaming amnesic approximation for one representative data set (DJIA), which contains 25K data points. Our results for PC approximations are shown in Figure 3.20. One can see that the number of buckets used by the AM algorithm closely track the optimal number of buckets and typically within a factor 1.2 of the optimal number of buckets. The results for the other datasets for both PC and PL approximations are similar; the factors go up to 1.3.
3.7.3 Performance of the Fragment-Merge (FM)

Our last set of experiments analyze the performance of the Fragment-Merge algorithm for approximating out-of-order streams. We first describe our data model for generating a realistic out-of-order stream. There are two aspects to this: how frequently an item appears out of order, and how far from its true position it reappears. Let us first consider the second question. Using the Internet as a guide, we envision two different models for packet delay: a bursty model, which may account for buffer overflow at a node causing many data values to be lost and retransmitted, and a perturbation model, which may account for the multi-path routing phenomenon in networking, causing packets to arrive slightly out of order. For the first question, we use a correlated random model to decide which data value to delay.
In more details, we construct an out-of-order stream from an ordered stream statistically in the following manner. The \(i\)th item in the stream is reordered (delayed) with probability \(p_i\), given as follows:

\[
p_i = \frac{(1 - \chi) \cdot \rho + \chi \cdot I_{i-1}}{I_{i-1} + \rho},
\]

(3.26)

where \(\rho\) is the independent probability for an item to be reordered, \(\chi\) is the correlation probability that accounts for the previous item being reordered, and \(I_{i-1}\) is the indicator variable which is either 1 or 0 depending on whether the \((i-1)\)th value was reordered or not. In order to simulate this, for the \(i\)th value we flip a coin biased with probability \(p_i\). Once an item is taken out, it is reinserted later in the stream with a delay uniformly distributed between 0 and \(L\) (lag). Thus, our reordering strategy is completely described by the parameters \(\chi\), \(\rho\) and \(L\). The bursty model is simulated with small value of \(\rho\), and large values for \(\chi\) and \(L\). The perturbation model is simulated with large value of \(\rho\), and small values of \(\chi\) and \(L\).

We evaluate the error performance of the FM algorithm by comparing it with the approximation obtained by the GM algorithm for the ordered version of the stream. Figure 3.21 shows the results of this experiment for the DJIA data, where the out-of-order streams are generated both with the bursty and the perturbation models, and the plot shows the error of the approximation vs. the bucket parameter \(B\).
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The figure on the left shows the $L_2$ approximation, while the one on the right shows the $L_\infty$ approximation. In both cases, it is easy to see that the error of the FRAGMENT-MERGE approximation is very close to the error of the GM approximation for the ordered version of the stream. In some cases, the FM error approximation is actually smaller than the GM approximation, but that is explained by the fact the FM approximation uses a maximum of $B + k$ buckets, where $k$ is the number of gaps in the stream, while the ordered stream uses only $B$ buckets. In this set of experiments, the maximum number of gaps for the bursty model is 84, and for the perturbation model it is 23.

We also ran scalability for experiments for both AM and FM algorithms. The results for these are very similar to the GM algorithm, though individual per item processing times are slightly slower for both AM and FM as compared to GM.

3.8 Conclusions and Future Work

We presented a generic framework for online approximation of time-series data that yields a unified set of algorithms for several popular models: data streams, amnesic approximation, and out-of-order stream approximation. Our framework essentially develops a popular greedy method of bucket-merging into a more generic form, for which we can prove space-quality approximation bounds. When specialized to piecewise linear bucket approximations and commonly used error metrics, such as $L_2$ or $L_\infty$, our framework leads to provable error bounds where none were known before, offers new
results, or yields simpler and unified algorithms. The conceptual simplicity of our scheme translates into highly practical implementations, as borne out in our simulation studies: the algorithms produce near-optimal approximations, require very small memory footprints, and run extremely fast.

**Acknowledgments:** We thank Sudipto Guha for helping us understand the details of his algorithm during our implementation, Eamonn Keogh for giving us access to time series data, and Themis Palpanas for clarifying one of the proofs in [104].
Chapter 4

Measuring Micro Bursts*

4.1 Introduction

How can a manager of a computing resource detect bursts in resource usage that cause performance degradation without keeping a complete log? The problem is one of extracting a needle from a haystack; the problem gets worse as the needle gets smaller (as finer-grain bursts cause drops in performance) and the haystack gets bigger (as the consumption rate increases). While this chapter addresses this general problem, we focus on detecting bursts of bandwidth usage, a problem that has received much attention [7, 107, 120] in modern data centers.

The simplest definition of a microburst is the transmission of more than $B$ bytes of data in a time interval $t$ on a single link, where $t$ is in the order of 100’s of microseconds.

* Parts of this chapter appeared in the following publication: [119]
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For input and output links of the same speed, bursts must occur on several links at the same time to overrun a switch buffer, as in the Incast problem [25, 107]. Thus, a more useful definition is the sending of more than $B$ bytes in time $t$ over several input links that are destined to the same output switch port. This general definition requires detecting bursts that are correlated in time across several input links.

Microbursts cause problems because data center link speeds have moved to 10 Gbps while commodity switch buffers use comparatively small amounts of memory (Mbytes). Since high-speed buffer memory contributes significantly to switch cost, commodity switches continue to provision shallow buffers, which are vulnerable to overflowing and dropping packets. Dropped packets lead to TCP retransmissions which can cause millisecond latency increases that are unacceptable in data centers.

Administrators of financial trading data centers, for instance, are concerned with the microburst phenomena [4] because even a latency advantage of 1 millisecond over the competition may translate to profit differentials of $100 million per year [92]. While financial networks are a niche application, high-performance computing is not. Expensive, special-purpose switching equipment used in high-performance computing (e.g. Infiniband and FiberChannel) is being replaced by commodity Ethernet switches. In order for Ethernet networks to compete, managers need to identify and address the fine-grained variations in latencies and losses caused by microbursts. At the core of this
problem is the need to identify the bandwidth patterns and corresponding applications causing these latency spikes so that corrective action can be taken.

Efficient and effective monitoring becomes increasingly difficult as faster links allow very short-lived phenomenon to overwhelm buffers. For a commodity 24-port 10 Gbps switch with 4 MB of shared buffer, the buffer can be filled (assuming no draining) in 3.2 msec by a single link. However, given that bursts are often correlated across several links and buffers must be shared, the time scales at which interesting bursts occur can be ten times smaller, down to 100’s of \( \mu s \). Instead of 3.2 msec, the buffer can overflow in 320 \( \mu s \) if 10 input ports each receive 0.4 MB in parallel. Assume that the strategy to identify correlated bursts across links is to first identify bursts on single links and then to observe that they are correlated in time. The single link problem is then to efficiently identify periods of length \( t \) where more than \( B \) bytes of data occur. Currently, \( t \) can vary from hundreds of microseconds to milliseconds and \( B \) can vary from 100’s of Kbytes to a few Mbytes. Solving this problem efficiently using minimal CPU processing and logging bandwidth is one of the main concerns of this chapter.

Although identifying “bursts” on a single link for a range of possible time scales and byte thresholds is challenging, the ideal solution should do two more things. First, the solution should efficiently extract flows responsible for such bursts so that a manager can reschedule or rate limit them. Second, the tool should allow a manager to detect bursts correlated in time across links. While the first problem can be solved using heavy-hitter
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techniques [96], we briefly describe some new ideas for this problem in our context. The second problem can be solved by archiving bandwidth measurement records indexed by link and time to a relational database which can then be queried for persistent patterns. This requires an efficient summarization technique so that the archival storage required by the database is manageable.

**Generalizing to Bandwidth Queries:** Beyond identifying microbursts, we believe that modeling traffic at fine time scales is of fundamental importance. Such modeling could form the basis for provisioning NIC and switch buffers, and for load balancing and traffic engineering at fine time scales. While powerful, coarse-grain tools are available, the ability to flexibly and efficiently measure traffic at different, and especially fine-grain, resolutions is limited or non-existent.

For instance, we are unable to answer basic questions such as: what is the distribution of traffic bursts? At which time-scale did the traffic exhibit burstiness? With the identification of long-range dependence (LRD) in network traffic [42], the research community has undergone a mental shift from Poisson and memory-less processes to LRD and bursty processes. Despite its widespread use, however, LRD analysis is hindered by our inability to estimate its parameters unambiguously. Thus, our larger goal is to use fine-grain measurement techniques for fine-grain traffic modeling.

While it is not difficult to choose a small number of preset resolutions and perform measurements for those, the more difficult and useful problem is to support traffic
measurements for all time scales. Not only do measurement resolutions of interest vary with time (as in burst detection), but in many applications they only become critical after the fact, that is, after the measurements have already been performed. This chapter describes an end-host bandwidth measurement tool that succinctly summarizes bandwidth information and yet answers general queries at arbitrary resolutions without maintaining state for all time scales.

Some representative queries (among many) that we wish such a tool to support are the following:

1. What is the maximum bandwidth used at time scale $t$?

2. What is the standard deviation and 95th percentile of the bandwidth at time scale $t$?

3. What is the coarsest time scale at which bandwidth exceeds threshold $L$?

In these queries, the query parameters $t$ or $L$ are chosen a posteriori — after all the measurements have been performed, and thus require supporting all possible resolutions and bandwidths.

Existing techniques: All the above queries above can be easily answered by keeping the entire packet trace. However, our data structures take an order of magnitude less storage than a packet trace (even a sampled packet trace) and yet can answer flexible queries with good accuracy. Note that standard summarization techniques (including
simple ones like SNMP packet counters [1]) and more complex ones (e.g., heavy-hitter
determination [89]) are very efficient in storage but must be targeted towards a particular
purpose and at a fixed time scale. Hence, they cannot answer flexible queries for arbitrary
time scales.

Note that sampling 1 in \(N\) packets, as in Cisco NetFlow [2], does not provide a good
solution for bandwidth measurement queries. Consider a 10 Gbps link with an average
packet size of 1000 bytes. This link can produce 10 million packets per second. Suppose
the scheme does 1 in 1000 packet sampling. It can still produce 10,000 samples per
second with say 6 bytes per sample for time-stamp and packet size. To identify bursts
of 1000 packets of 1500 bytes each (1.5 MB), any algorithm would look for intervals
containing 1 packet and scale up by the down sampling factor of 1000. The major
problem is that this causes false positives. If the trace is well-behaved and has no bursts
in any specified period (say 10 msec), the scaling scheme will still falsely identify 1 in
1000 packets as being part of bursts because of the large scaling factor needed for data
reduction. Packet sampling, fundamentally, takes no account of the passage of time.

From an information-theoretic sense, packet traces, are inefficient representations
for bandwidth queries. Viewing a trace as a time series of point masses (bytes in each
packet), it is more memory-efficient to represent the trace as a series of *time intervals*
with bytes sent per interval. But this introduces the new problem of choosing the intervals
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for representation so that bandwidth queries on any interval (chosen after the trace has been summarized) can be answered with minimal error.

Our first scheme builds on the simple idea that for any fixed sampling interval, say 100 microseconds, one can easily compute traffic statistics such as \( \text{max} \) or Standard Deviation by a few counters each. By exponentially increasing the sampling interval, we can span an aggregation period of length \( T \), and still compute statistics at all time scales from microseconds to milliseconds, using only \( O(\log T) \) counters. We call this approach Exponential Bucketing (\( \text{EXPB} \)). The challenge in \( \text{EXPB} \) is to avoid updating all \( \log T \) counters on each packet arrival and to prove error bounds.

Our second idea, dubbed Dynamic Bucket Merge (\( \text{DBM} \)), constructs an approximate streaming histogram of the traffic so that bursts stand out as peaks in this histogram. Specifically, we adaptively partition the traffic into \( k \) intervals/buckets, in such a way that the periods of heavy traffic map to more refined buckets than those of low traffic. The time-scales of these buckets provide a “visual history” of the burstiness of the traffic—the narrower the bucket in time, the burstier the traffic. In particular, \( \text{DBM} \) is well-suited for identifying not only whether a burst occurred, but how many bursts, and when.

System Deployment: Exponential Bucketing and Dynamic Bucket Merge have low computational and storage overheads, and can be implemented at multi-gigabit speeds in software or hardware. As shown in Figure 4.22, we envision a deployment scenario
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where both end hosts and network devices record fine-grain bandwidth summaries to a centralized log server. We argue that even archiving to a single commodity hard disk, administrators could pinpoint, to the second, the time at which correlated bursts occurred on given links, even up to a year after the fact.

This data can be indexed using a relational database, allowing administrators to query bandwidth statistics across links and time. For example, administrators could issue queries to “Find all bursts that occurred between 10 and 11 AM on all links in Set $S$”. Set $S$ could be the set of input links to a single switch (which can reveal Incast problems) or the path between two machines. Bandwidth for particular links can then be visualized to further delineate burst behavior. The foundation for answering such queries is the ability to efficiently and succinctly summarize the bandwidth usage of a trace in real-time, the topic of this chapter.

We break down the remainder of our work as follows. We begin with a discussion of related algorithms and systems in §4.2. §4.3 illustrates the Dynamic Bucket Merge and Exponential Bucketing algorithms, both formally and with examples. We follow with our evaluations in §4.4, describe the implications for a system like Figure 4.22 in §4.5, and conclude in §4.6.
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Figure 4.22: Example Deployment. End hosts and network devices implementing \texttt{EXPB} and \texttt{DBM} push output data over the network to a log server.

Data at the server can be monitored and visualized by administrators then collapsed and archived to long-term, persistent storage.

4.2 Related Work

\texttt{Tcpdump} [5] is a mature tool that captures a full log of packets at the endhost, which can be used for a wide variety of statistics, including bandwidth at any time scale. While flexible, \texttt{tcpdump} consumes too much memory for continuous monitoring at high speeds across every link and for periods of days. \texttt{Netflow} [2] can capture packet headers in routers but has the same issues. While sampled Netflow reduces storage, configurations with substantial memory savings cannot detect bursts without resulting in serious false positives. \texttt{SNMP} counters [1], on the other hand, provide packet and byte counts but can only return values at coarse and fixed time scales.
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There are a wide variety of summarization data structures for traffic streams, many of which are surveyed in [96]. None of these can directly be adapted to solve the bandwidth problem at all time scales, though solutions to quantile detection do solve some aspects of the problem [96]. For example, classical heavy-hitters [89] measures the heaviest traffic flows during an interval. By contrast, we wish to measure “heavy-hitting sub-intervals across time”, so to speak. However, heavy-hitter solutions are complementary in order to identify flows that cause the problem. The LDA data structure [81] is for a related problem – that of measuring average latency. LDA is useful for directly measuring latency violations. Our algorithms are complementary in that they help analyze the bandwidth patterns that cause latency violations.

DBM is inspired by the adaptive space partitioning scheme of [67], but is greatly simplified, and also considerably more efficient, due to the time-series nature of packet arrivals.

4.3 Algorithms

Suppose we wish to perform bandwidth measurements during a time window \([0, T]\), assuming, without loss of generality, that the window begins at time zero. We assume that during this period \(N\) packets are sent, with \(p_i\) being the byte size of the \(i\)th packet and \(t_i\) being the time at which this packet is logged by our monitoring system, for
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$i = 1, 2, \ldots, N$. These packets are received and processed by our system as a stream, meaning that the $i$th packet arrives before the $j$th packet, for any $i < j$.

The bandwidth is a rate, and so converting our observed sequence of $N$ packets into a quantifiable bandwidth usage requires a time scale. Since we wish to measure bandwidth at different time scales, let us first make precise what we mean by this. Given a time scale (or granularity) $\Delta$, where $0 < \Delta < T$, we divide the measurement window $[0, T]$ into sub-intervals of length $\Delta$, and aggregate all those packets that are sent within the same interval. In this way, we arrive at a sequence $S_\Delta = \langle s_1, s_2, \ldots, s_k \rangle$, where $s_i$ is the sum of the bytes sent during the sub-interval $((i - 1)\Delta, i\Delta]$, and $k = \lceil T/\Delta \rceil$ is the number of such intervals.\(^6\)

Therefore, every choice of $\Delta$ leads to a corresponding sequence $S_\Delta$, which we interpret as the bandwidth use at the temporal granularity $\Delta$. All statistical measurements of bandwidth usage at time scale $\Delta$ correspond to statistics over this sequence $S_\Delta$. For instance, we can quantify the statistical behavior of the bandwidth at time scale $\Delta$ by measuring the mean, standard deviation, maximum, median, quantiles, etc. of $S_\Delta$.

In the following, we describe two schemes that can estimate these statistics for every a posteriori choice of the time scale $\Delta$. That is, after the packet stream has been

---

\(^6\)To deal with the boundary problem properly, we assume that each sub-interval includes its right boundary, but not the left boundary. If we assume assume that no packet arrives at time 0, we can form a proper non-overlapping partition this way.
processed by our algorithms, the users can query for an arbitrary granularity $\Delta$ and receive provable quality approximations of the statistics for the sequence $S_\Delta$.

Our first scheme, $\text{DBM}$, is time scale agnostic, and essentially maintains a streaming histogram of the values $s_1, s_2, \ldots, s_k$, by adaptively partitioning the period $[0, T]$. Our second scheme $\text{EXPB}$ explicitly computes statistics for a priori settings of $\Delta$, and then uses them to approximate the statistics for the queried value of $\Delta$.

Since the two schemes are quite orthogonal to each other, it is also possible to use them both in conjunction. We give worst-case error guarantees for both of the schemes. Both schemes are able to compute the mean with perfect accuracy and estimate the other statistics, such as the maximum or standard deviation, with a bounded error. The approximation error for the $\text{DBM}$ scheme is expressed as an additive error, while the $\text{EXPB}$ scheme offers a multiplicative relative error. In particular, for the $\text{DBM}$ scheme, the estimation of the maximum or standard deviation is bounded by an error term of the form $O(\varepsilon B)$, where $0 < \varepsilon < 1$ is a user-specified parameter dependent on the memory used by the data structure, and $B = \sum_{i=1}^{N} p_i$ is the total packet mass over the measurement window. In the following, we describe and analyze the $\text{DBM}$ scheme, followed by a description and analysis of the $\text{EXPB}$ scheme.
4.3.1 Dynamic Bucket Merge

DBM maintains a partition of the measurement window \([0, T]\) into what we call *buckets*. In particular, a \(m\)-bucket partition \(\{b_1, b_2, \ldots, b_m\}\), is specified by a sequence of time instants \(t(b_i)\), with \(0 < t(b_i) \leq T\), with the interpretation that the bucket \(b_i\) spans the interval \((t(b_{i-1}), t(b_i)]\). That is, \(t(b_i)\) marks the time when the \(i\)th bucket ends, with the convention that \(t(b_0) = 0\), and \(t(b_m) = T\). The number of buckets \(m\) is controlled by the memory available to the algorithm and, as we will show, the approximation quality of the algorithm improves linearly with \(m\). In the following, our description and analysis of the scheme is expressed in terms of \(m\). Each bucket maintains \(O(1)\) information, typically the statistics we are interested in maintaining, such as the total number of bytes sent during the bucket. In particular, in the following, we use the notation \(p(b)\) to denote the total number of data bytes sent during the interval spanned by a bucket \(b\).

The algorithm processes the packet stream \(p_1, p_2, \ldots, p_N\) in arrival time order, always maintaining a partition of \([0, T]\) into at most \(m\) buckets. (In fact, after the first \(m\) packets have been processed, the number of buckets will be exactly \(m\), and the most recently processed packet lies in the last bucket, namely, \(b_m\).) The basic algorithm is quite straightforward. When the next packet \(p_j\) is processed, we place it into a new bucket \(b_{m+1}\), with time interval \((t_{j-1}, T)\)—recall that \(t_{j-1}\) is the time stamp associated with the preceding packet \(p_{j-1}\). We also note that the right boundary of the predecessor
bucket \( b_m \) now becomes \( t_{j-1} \) due to the addition of the bucket \( b_{m+1} \). Since we now have \( m + 1 \) buckets, we merge two adjacent buckets to reduce the bucket count down to \( m \). Several different criteria can be used for deciding which buckets to merge, and we consider some alternatives later, but in our basic scheme we merge the buckets based on their packet mass. That is, we merge two adjacent buckets whose sum of the packet mass is the smallest over all such adjacent pairs. A pseudo-code description of DBM is presented in Algorithm 3.

**Algorithm 3: DBM**

1. `foreach \( p_j \in S \) do`
2. Allocate a new bucket \( b_i \) and set \( p(b_i) = p_j \)
3. `if \( i == m + 1 \) then`
4. `Merge the two adjacent \( b_w, b_{w+1} \) for which \( p(b_w) + p(b_{w+1}) \) is minimum;`
5. `end`
6. `end`

**DBM Example**

To clarify the operation of DBM we give the following example, illustrated in Figure 4.23.

Suppose that we run DBM with 4 buckets \( (m = 4) \), each of which stores a *count* of the number of buckets that have been merged into it, the *sum* of all bytes belonging to it, and the *max* number of bytes of any bucket merged into it. Now suppose that 4 packets
Figure 4.23: Dynamic Bucket Merge with 4 buckets. Initially each bucket contains a single packet and the min heap holds the sums of adjacent bucket pairs. When a new packet (value = 40) arrives, a 5th bucket is allocated and a new entry added to the heap. In the merge step, the smallest value (30) is popped from the heap and the two associated buckets are merged. Last, we update the heap values that depended on either of the merged buckets.

have arrived with masses 10, 20, 35, and 5, respectively. The state of DBM at this point is shown at the top of Figure 4.23. Note that Algorithm 3 required that we merge the buckets with the minimum combined sum. Hence, we maintain a min heap which stores the sums of adjacent buckets.
When a fifth packet with a mass of 40 arrives, DBM allocates a new bucket for it and updates the heap with the sum of the new bucket and its neighbor.

In the final step, the minimum sum is pulled from the heap and the buckets contributing to that sum are merged. In this example, the bucket containing mass 10 and 20 are merged into a single bucket with a new mass of 30 and a max bucket value of 20. Note that we also update the values in the heap which included the mass of either of the merge buckets.

**DBM Analysis**

The key property of DBM is that it can estimate the total number of bytes sent during any time interval. In particular, let \([t, t']\) be an arbitrary interval, where \(0 \leq t, t' \leq T\), and let \(p(t, t')\) be the total number of bytes sent during it, meaning \(p(t, t') = \sum_{i=1}^{N} \{p_i | t \leq t_i \leq t' \}\). Then we have the following result.

**Lemma 4.3.1.** The data structure DBM estimates \(p(t, t')\) within an additive error \(O(B/m)\), for any interval \([t, t']\), where \(m\) is the number of buckets used by DBM and \(B = \sum_{i=1}^{N} p_i\) is the total packet mass over the measurement window \([0, T]\).

**Proof:** We first note that in DBM each bucket’s packet mass is at most \(2B/(m - 1)\), unless the bucket contains a single packet whose mass is strictly larger than \(2B/(m - 1)\). In particular, we argue that whenever two buckets need to be merged, there always exists an adjacent pair with total packet mass less than \(2B/(m - 1)\). Suppose not. Then,
summing the sizes of all \((m - 1)\) pairs of adjacent buckets must produce a total mass
strictly larger than \(2(m - 1)B/(m - 1) = 2B\), which is impossible since in this sum
each bucket is counted at most twice, so the total mass must be less than \(2B\).

With this fact established, the rest of the lemma follows easily. In order to estimate
\(p(t, t')\), we simply add up the buckets whose time spans intersect the interval \([t, t']\). Any
bucket whose interval lies entirely inside \([t, t']\) is accurately counted, and so the only
error of estimation comes from the two buckets whose intervals only partially intersect
\([t, t']\)—these are the buckets containing the endpoints \(t\) and \(t'\). If these buckets have
mass less than \(2B/(m - 1)\) each, then the total error in estimation is less than \(4B/m\),
which is \(O(B/m)\). If, on the other hand, either of the end buckets contains a single packet
with large mass, then that packet is correctly included or excluded from the estimation,
depending on its time stamp, and so there is no estimation error. This completes the
proof.

\[\square\]

**Theorem 4.3.2.** With DBM we can estimate the maximum or the standard deviation of
\(S_\Delta\) within an additive error \(\varepsilon B\), using memory \(O(1/\varepsilon)\).

**Proof:** The proof for the maximum follows easily from the preceding lemma. We
simply query DBM for time windows of length \(\Delta\), namely, \((i\Delta, (i + 1)\Delta]\), for \(i = 0, 1, \ldots, \lceil T/\Delta \rceil\), and output the maximum packet mass estimated in any of those intervals. In order to achieve the target error bound, we use \(m = \frac{4}{\varepsilon} + 1\) buckets.
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We now analyze the approximation of the standard deviation. Recall that the sequence under consideration is \( S_\Delta = (s_1, s_2, \ldots, s_k) \), for some time scale \( \Delta \), where \( s_i \) is the sum of the bytes sent during the sub-interval \( ((i - 1)\Delta, i\Delta] \), and \( k = \lceil T/\Delta \rceil \) is the number of such intervals. Let \( \text{Var}(S_\Delta) \), \( E(S_\Delta) \), and \( E(S^2_\Delta) \), respectively, denote the variance, mean, and mean of the squares for \( S_\Delta \). Then, by definition, we have

\[
\text{Var}(S_\Delta) = E(S^2_\Delta) - E(S_\Delta)^2 = \frac{\sum_{i=1}^{k} s_i^2}{k} - E(S_\Delta)^2
\]

Since DBM estimates each \( s_i \) within an additive error of \( \varepsilon B \), our estimated variance respects the following bound:

\[
\leq \frac{\sum (s_i + \varepsilon B)^2}{k} - E(S_\Delta)^2
\]

However, we can compute \( E(S^2_\Delta) \) exactly, because it is just the square of the mean. In order to derive a bound on the error of the variance, we assume that \( k > m \), that is, the size of the sequence \( S_\Delta \) is at least as large as the number of buckets in DBM. (Naturally, statistical measurements are meaningless when the sample size becomes too small.) With this assumption, we have \( 2/k < 2/m \), and since \( \varepsilon = 4/(m - 1) \), we get that \( 2\sum s_i/k \leq \varepsilon B \), which, considering \( k \geq 1 \), yields the following upper bound for the estimated variance:

\[
\leq \frac{\sum s_i^2}{k} - E(S_\Delta)^2 + \frac{k + 1}{k} \varepsilon^2 B^2 \leq \text{Var}(S_\Delta) + 2\varepsilon^2 B^2
\]
which implies the claim.

Similarly, we can show the following result for approximating quantiles of the sequence $S_\Delta$.

**Theorem 4.3.3.** With DBM we can estimate any quantile of $S_\Delta$ within an additive error $\varepsilon B$, using memory $O(1/\varepsilon)$.

**Proof:** Let $s_1, s_2, \ldots, s_k$ be the sequence of data in the intervals $(i\Delta, (i + 1)\Delta]$, for $i = 1, 2, \ldots, k = \lceil T/\Delta \rceil$, sorted in increasing order, and let $\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_k$ be the sorted estimated sequence for the same intervals. We now compute the desired quantile, for instance the 95th percentile, in this sequence. Supposing the index of the quantile is $q$, we return $\hat{s}_q$. We argue that the error of this approximation is $O(\varepsilon B)$. We do this by estimating bounds on the $s_i$ values that are erroneously (due to approximation) misclassified, meaning reported below or equal the quantile when they are actually larger or vice versa. If no $s_i$ have been misclassified then $\hat{s}_q$ and $s_q$ correspond to the same sample, and by Lemma 4.3.1 the estimated value $\hat{s}_q - s_q \leq \varepsilon B$, hence the claim follows. On the other hand, if a misclassification occurred, then the sample $s_q$ is reported at an index different than $q$ in the estimated sequence. Assume without loss of generality that the sample $s_q$ has been reported as $\hat{s}_u$ where $u > q$. Then, by the pigeonhole principle, there is at least a sample $s_h$ ($h > q$) that is reported as $\hat{s}_d$, $d \leq q$. By Lemma 4.3.1, $\hat{s}_d - s_h \leq \varepsilon B$. Since $s_q$ and $s_h$ switched ranks in the estimated sequence
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\[ \hat{s}, \text{ by Lemma 4.3.1 it holds that } s_h - s_q \leq \varepsilon B \text{ and } \hat{s}_u - \hat{s}_d \leq \varepsilon B. \] 

By assumption \( u > q \geq d \), then it follows that \( \hat{s}_u \geq \hat{s}_q \geq \hat{s}_d \) in the sorted sequence \( \hat{s} \), which implies that \( \hat{s}_q - \hat{s}_d \leq \varepsilon B \). The chain of inequalities implies that \( \hat{s}_q - s_q \leq 3 \varepsilon B \), which completes the proof.

\[\square\]

Algorithm 3 can be implemented at the worst-case cost of \( O(\log m) \) per packet, with the heap operation being the dominant step. The memory usage of DBM is \( \Theta(m) \) as each bucket maintains \( O(1) \) information.

Extensions to DBM for better burst detection

Generic DBM is a useful oracle for estimating bandwidth in any interval (chosen after the fact) with bounded additive error. However, one can tune the merge rule of DBM if the goal is to pick out the bursts only. Intuitively, if we have an aggregation period with \( k \) bursts for small \( k \) (say 10) spread out in a large interval, then ideally we would like to compress the large trace to \( k \) high-density intervals. Of course, we would like to also represent the comparatively low traffic adjacent intervals as well, so an ideal algorithm would partition the trace into \( 2k + 1 \) intervals where the bursts and ideal periods are clearly and even visually identified. We refer to the generic scheme discussed earlier that uses merge-by-mass as DBM-mm, and describe two new variants as follows.

- merge-by-variance (DBM-mv): merges the two adjacent buckets that have the minimum aggregated packet mass variance
merge-by-range (DBM-mr): merges the two adjacent buckets that have the minimum aggregated packet mass range (defined as the difference between maximum and minimum packet masses within the bucket)

These merge variants can also be implemented in logarithmic time, and require storing $O(1)$ additional information for each bucket (in addition to $p(b_i)$).

One minor detail is that DBM-mv and DBM-mr are sensitive to null packet mass in an interval while DBM-mm is not. For these reasons, we make the DBM-mr and DBM-mv algorithms work on the sequence defined by $S_\Delta$, where $\Delta$ is the minimum time scale at which bandwidth measurements can be queried. Then DBM-mr and DBM-mv represents $S_\Delta$ as a histogram on $m$ buckets, where each bucket has a discrete value for the signal. The goal of a good approximation is to minimize its predicted value versus the true under some error metric. We consider both the $L_2$ norm and the $L_\infty$ norm for the approximation error.

$$E_2 = \left( \sum_{i=1}^{n} |s_i - \hat{s}_i|^2 \right)^{\frac{1}{2}}$$  \hspace{1cm} (4.27)

where $\hat{s}_i$ is the approximation for value $s_i$.

$$E_\infty = \max_{i=1}^{n} |s_i - \hat{s}_i|$$  \hspace{1cm} (4.28)

We compare the performance of DBM-mr and DBM-mv algorithms with the optimal offline algorithms, that is, a bucketing scheme that would find the optimal partition of $S_\Delta$
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to minimize the $E_2$ or the $E_\infty$ metric. Then, the analysis of [17, 56] can be adapted to yield the following results that formally state our intuitive goal of picking out $m$ bursts with $2m + 1$ pieces of memory.

**Theorem 4.3.4.** The $L_\infty$ approximation error of the $m$-bucket DBM-m$x$ is never worse than the corresponding error of an optimal $m/2$-bucket partition.

**Theorem 4.3.5.** The $L_2$ approximation error of the $m$-bucket DBM-m$y$ is at most $\sqrt{2}$ times the corresponding error of an optimal $m/4$-bucket partition.

### 4.3.2 Exponential Bucketing

Our second scheme, which we call Exponential Bucketing (EXPB), explicitly computes statistics for *a priori* settings of $\Delta_1, \ldots, \Delta_m$, and then uses them to approximate the statistics for the queried value for any $\Delta$, for $\Delta_1 \leq \Delta \leq \Delta_m$. We assume that the time scales grow in powers of two, meaning that $\Delta_i = 2^{i-1}\Delta_1$. Therefore, we can assume that the scheme processes data at the time scale $\Delta_1$, namely, the sequence $S_{\Delta_1} = (s_1, s_2, \ldots, s_k)$.

Conceptually, EXPB maintains bandwidth statistics for all $m$ time scales $\Delta_1, \ldots, \Delta_m$. A naïve implementation would require updating $O(m)$ counters per (aggregated) packet $s_i$. However, by carefully orchestrating the accumulator update when a new $s_i$ is available it is possible to avoid spending $m$ updates per measurement as shown in Algorithm 4.
Figure 4.24: Exponential Bucketing Example. Each of the \( m \) buckets collects statistics at \( 2^{i-1} \) times the finest time scale. At the end of each time scale, \( \Delta_i \), buckets 1 to \( i \) must be updated. Before storing the new sum in a bucket \( j \), we first add the old sum into bucket \( j + 1 \), if it exists.

The intuition is as follows. Suppose one is maintaining statistics at 100 \( \mu s \) and 200 \( \mu s \) intervals. When a packet arrives, we update the 100 \( \mu s \) counter but not the 200 \( \mu s \) counter. Instead, the 200 \( \mu s \) counter is updated only when the 100 \( \mu s \) counter is zeroed. In other words, only the lowest granularity counter is updated on every packet, and coarser granularity counters are only updated when all the finer granularity counters are zeroed.

**EXPB Example**

To better understand the EXPB algorithm we now present the example illustrated in Figure 4.24.
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Algorithm 4: EXPB

1  sum=< 0, ..., 0 > (m times);

2  foreach $s_i$ do

3    sum[0] = $s_i$;

4    j = 0;

6    repeat

8    updatestat(j, sum[j]);

9    if $j < m$ then

10       sum[j+1] += sum[j];

11    end

12    sum[j] = 0;

13    j++;

14  until $i \mod 2^j \neq 0$ or $j \geq m$;

15 end

In this example, we maintain 3 buckets ($m = 3$) each of which stores statistics at time scales of 1, 2 and 4 time units. Each bucket stores the count of the intervals elapsed, the sum of the bytes seen in the current interval, and fields to compute max and standard deviation. We label the time units along the top and the number of bytes accumulated during each interval along the bottom.
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In the first time interval 10 bytes are recorded in the first bucket and 10 is pushed to the sum of the second bucket. We repeat this operation when 20 is recorded in the second interval. Since 2 time units have elapsed, we also update the statistics for the $\Delta_2$ time scale, and add bucket two’s sum to bucket 3. In the third interval we update bucket 1 as before. Finally, at time 4 we update bucket 2 with the current sum from bucket 1, update bucket two’s statistics, and push bucket two’s sum to bucket 3. Finally, we update the statistics for $\Delta_3$ with bucket three’s sum.

**EXPB Analysis**

Algorithm 4 uses $O(m)$ memory and runs in $O(k)$ worst-case time, where $k = \lceil T/\Delta_1 \rceil$ is the number of intervals at the lowest time scale of the algorithm. The per-interval processing time is amortized constant, since the repeat loop starting at Line 6 simply counts the number of trailing zeros in the binary representation of $i$, for all $0 < i < k = T/\Delta$. The procedure $\text{updatestat}()$ called at Line 8 updates in constant time the $O(1)$ information necessary to maintain the statistics for each $\Delta_i$, for $1 \leq i \leq m$.

We now describe and analyze the bandwidth estimation using EXPB. Given any query time scale $\Delta$, we output the maximum of the bandwidth corresponding to the smallest index $j$ for which $\Delta_j \geq \Delta$, and use the sum of squared packet masses stored for granularity $\Delta_j$ to compute the standard deviation. The following lemma bounds the error of such an approximation.
Lemma 4.3.6. With \( \text{EXPB} \) we can return an estimation of the maximum or standard deviation of \( S_\Delta \) that is between factor \( 1/2 \) and \( 3 \) from the true value. The bound on the standard deviation holds in the limit when the ratio \( E(S^2_\Delta)/E(S_\Delta)^2 \) is large.

**Proof:** We first prove the result for the statistic maximum, and then address the standard deviation. Let \( I \) be the interval \(( (i-1)\Delta, i\Delta] \) corresponding to the time scale \( \Delta \) in which the maximum value is achieved, and let \( p(I) \) be this value. Since \( \Delta_j \geq \Delta \), there are at most two consecutive intervals \( I^j_i, I^j_{i+1} \) at time scale \( \Delta_j \) that together cover \( I \). By the pigeonhole principle, either \( I^j_i \) or \( I^j_{i+1} \) must contain at least half the mass of \( I \), and therefore the maximum value at time scale \( \Delta_j \) is at least \( 1/2 \) of the maximum value at \( \Delta \). This proves the lower bound side of the approximation. In order to obtain a corresponding upper bound, we simply observe that if \( I^j_i \) is the interval at time scale \( \Delta_j \) with the maximum value, then \( I^j_i \) overlaps with at most 3 intervals of time scale \( \Delta \). Thus, the maximum value at time scale \( \Delta_j \) cannot be more than 3 times the maximum at \( \Delta \) proving an upper bound on the approximation.

The analysis for the standard deviation follows along the same lines, using the observation that \( \text{stddev}_\Delta = \sqrt{E(S^2_\Delta) - E(S_\Delta)^2} \). An argument similar to the one used for the maximum value holds for the approximation of \( E(S^2_\Delta) \). Then assuming the ratio \( E(S^2_\Delta)/E(S_\Delta)^2 \) to be a constant sufficiently greater than \( 1 \) implies the claim. We omit the simple algebra from this extended abstract. \( \square \)
We note that there is a non-trivial extension of \( \text{EXPB} \) which allows it to work with a set of exponentially increasing time granularities whose common ratio can be any \( \alpha > 1 \). This can reduce average error. For a general \( \alpha > 1 \), Algorithm 4 cannot be easily adapted, so we need a generalization of it that uses an event queue while processing measurements to schedule when in the future a new measurement of length \( \Delta_j \) must be sent to \( \text{updatestat()} \).

**Extensions to \( \text{EXPB} \)**

We now describe how to extend the approach of \( \text{EXPB} \) for a set of exponentially increasing time granularities whose common ratio can be any \( \alpha > 1 \). We define \( \Delta_i = \lfloor \alpha^{i-1} \Delta_1 \rfloor \) (removing duplicates) since \( \alpha^i \) might not be an integer.

For a general \( \alpha > 1 \) Algorithm 4 cannot be easily adapted, so we describe a generalization of it. Algorithm 5 makes use of an event queue while processing samples to schedule when in the future a new sample of length \( \Delta_j \) must be sent to \( \text{updatestat()} \).

The \( \text{updatestat()} \) procedure and the estimation algorithm remain the same as for \( \text{EXPB} \).

**Theorem 4.3.7.** Algorithm 5 runs in \( O(\log m) \) amortized time per sample. Space complexity is worst case \( O(m) \).
Algorithm 5: Extension to EXPB for any $\alpha$

1. $cs=0$;

2. foreach $\Delta_j \in \Delta_1, \ldots, \Delta_m$ do
   3. EventPush($<\Delta_j, \Delta_j, 0>$);
   4. end

5. foreach $s_i$ do
   6. $cs+=s_i$;
   8. while EventPeek().key $\leq i$ do
      9. $<key, \Delta_j, p_cs>$=EventPop(); updatestat(j, p_cs-cs);
      10. EventPush($i + \Delta_j, \Delta_j, cs)$;
   11. end
   12. end

Proof: We first prove the space bound. The loop at Line 8 maintains the invariant that at any time no two elements with the same $\Delta_j$ are in the queue. Since there are $m$ possible $\Delta_j$ this yields the memory bound.

For the time bound, observe that the total number of push (pop) operations to the event queue for a fixed $\alpha$ is amortized $O(k)$ for $k$ samples (since the $\Delta_j$ are in geometric progression of common ratio $\alpha$). Each operation on the event queue requires $O(\log m)$ (implementing the queue, for instance, as a min-heap), hence the amortized bound. □
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Although Algorithm 5 does not give improved error guarantees over EXPB, one expects that using $1 < \alpha < 2$ as common ratio would improve accuracy in practice.

4.3.3 Culprit Identification

As mentioned earlier, we do not want to simply identify bursts but also to identify the flow (e.g., TCP connection, or source IP address, protocol) that caused the burst so that the network manager can reschedule or move the offending station or application. The naive approach would be to add a heavy-hitters [89] data structure to each DBM bucket, which seems expensive in storage. Instead, we modify DBM to include two extra variables per bucket: a flowID and a flow count for the flowID.

The simple heuristic we suggest is as follows. Initially, each packet is placed in a bucket, and the bucket’s flowID is set to the flowID of its packet. When merging two buckets, if the buckets have the same flowID, then that flowID becomes the flowID of the merged bucket and the flow counts are summed. If not, then one of the two flowIDs is picked with probability proportional to their flow counts. Intuitively, the higher count flows are more likely to be picked as the main contributor in each bucket as they are more likely to survive merges.

For EXPB, a simple idea is to use a standard heavy-hitters structure [89] corresponding to each of the logarithmic time scales. When each counter is reset, we update the flowID if the maximum value has changed and reinitialize the heavy-hitters structure for
the next interval. This requires only a logarithmic number of heavy-hitters structures. Since there appears to be redundancy across the structures at each time scale, more compression appears feasible but we leave this for future work.

4.4 Evaluation

We now evaluate the performance and accuracy of DBM and EXPB to show that they fulfill our goal of a tool that efficiently utilizes memory and processing resources to faithfully capture and display key bandwidth measures. We will show that DBM and EXPB use significantly fewer resources than packet tracing and are suitable for network-wide measurement and visualization.

4.4.1 Measurement Accuracy

We implemented EXPB and the three variants of DBM as user-space programs and evaluated them with real traffic traces. Our traces consisted of packets captured from the 1 Gigabit switch that connects several infrastructure servers used by the Systems and Networking group at U.C. San Diego, and socket-level send data produced by the record-breaking TritonSort sorting cluster [110].

Our “rsync” trace captured individual packets from an 11-hour period during which our NFS server ran its monthly backup to a remote machine using rsync. This trace recorded the transfer of 76.2 GB of data in 60.6 million packets, of which 66.6 GB was
due to the backup operation. The average throughput was 15.4 Mbps with a maximum
of 782 Mbps for a single second.

The “tritonsort” trace contains time-stamped byte counts from successful send
system calls on a single host during the sorting of 500 GB of data using 23 nodes
connected by a 10 Gbps network. This trace contains an average of 92,488 send events
per second, with a peak of 123,322 events recorded in a single 1-second interval. In total,
20.8 GB were transferred over 34.24 seconds for an average throughput of 4.9 Gbps.

Ideally, our evaluation would include traffic from a mix of production applications
running over a 10 Gbps network. While we do not have access to such a deployment, our
traces provide insight into how DBM and EXPB might perform given the high bandwidth
and network utilization of the “tritonsort” trace and the large variance in bandwidth from
second to second in the “rsync” trace.

For our accuracy evaluation, we used an aggregation period of 2 seconds. To avoid
problems with incomplete sampling periods in EXPB, we must choose our time scales
such that they all evenly divide our aggregation period. Since the prime factors of 2
seconds in nsec are $2^{11}$ and $5^{10}$ nsec, EXPB can use up to 11 buckets. Thus for EXPB,
we choose the finest time scale to be $\Delta = 78.125 \mu s$ ($5^7$ nsec) and the coarsest to be
$\Delta = 80$ msec ($2^{11}5^7$ nsec), which is consistent with the time scales for interesting bursts
in data centers. For consistency, we also configure DBM to use a base sampling interval
of 78.125 $\mu s$, but note that it can answer queries up to $\Delta = 2$ seconds.
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To provide a baseline measurement, we computed bandwidth statistics for all of our traces at various time scales where $\Delta \geq 78.125 \mu s$. To ensure that all measurements in $S_{\Delta}$ are equal, we only evaluated time scales that evenly divided 2 seconds. In total, this provided us with ground-truth statistics at 52 different time scales ranging from 78.125 $\mu$s to 2 seconds. In the following sections we report accuracy in terms of error relative to these ground-truth measurements. While any number of values could be used for $\Delta$ and $T$ in practice, we used these values across our experiments for the sake of a consistent and representative evaluation between algorithms.

Accuracy vs. Memory

We begin by investigating the tradeoff between memory and accuracy. At one extreme, SNMP can calculate average bandwidth using only a single counter. In contrast, packet tracing with tcpdump can calculate a wide range of statistics with perfect accuracy, but with storage cost scaling linearly with the number of packets. Both DBM and EXPB provide a tradeoff between these two extremes by supporting complex queries with bounded error, but with orders of magnitude less memory.

For comparison, consider the simplest event trace which captures a 64-bit timestamp and a 16-bit byte length for each packet sent or received. Using this data, one could calculate bandwidth statistics for the trace with perfect accuracy at a memory cost of 6 bytes per event. In contrast, DBM and EXPB require 8 and 16 bytes of storage per bucket used, respectively, along with a few bytes of meta data for each aggregation period.
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<table>
<thead>
<tr>
<th>Output Rate</th>
<th>Max of Avg. Relative Error ≤ 2 msec</th>
<th>S.Dev.</th>
<th>95th</th>
<th>Relative Error Max &gt; 2 msec</th>
<th>S.Dev.</th>
<th>95th</th>
</tr>
</thead>
<tbody>
<tr>
<td>packet trace (avg)</td>
<td>555 KBps</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>packet trace (peak)</td>
<td>740 KBps</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>DBM-mm, 1000 buckets</td>
<td>4 KBps</td>
<td>25.9%</td>
<td>43.3%</td>
<td>18.3%</td>
<td>2.2%</td>
<td>5.7%</td>
</tr>
<tr>
<td>DBM-mv, 1000 buckets</td>
<td>4 KBps</td>
<td>16.7%</td>
<td>58.9%</td>
<td>26.7%</td>
<td>7.2%</td>
<td>39.0%</td>
</tr>
<tr>
<td>DBM-mr, 1000 buckets</td>
<td>4 KBps</td>
<td>14.0%</td>
<td>35.0%</td>
<td>16.1%</td>
<td>2.0%</td>
<td>4.1%</td>
</tr>
<tr>
<td>EXPB, 11 buckets</td>
<td>96 Bps</td>
<td>2.7%</td>
<td>2.5%</td>
<td>N/A</td>
<td>2.8%</td>
<td>8.1%</td>
</tr>
</tbody>
</table>

Table 4.1: Memory vs. Accuracy. We evaluate the “tritonsort” trace with a base time scale of ∆ = 78.125 µs and a 2 second aggregation period. Data output rate is reported for a simple packet trace compared with the DBM and EXPB algorithms. For each statistic, we compute the max of the average relative error of measurements for each of our reference time scales.

To quantify these differences, we queried our traces for max, standard deviation, and 95th percentile (DBM only). For each statistic, we compute the average relative error of the measurements at each of our reference time scales and report the worst-case. To avoid spurious errors due to low sample counts, we omit accuracy data for standard deviations with fewer than 10 samples per aggregation period and 95th percentiles with fewer than 20 samples per aggregation period. We show the tradeoff between storage and accuracy in Table 4.1.

While the simple packet trace gives perfectly accurate statistics, both DBM and EXPB consume memory at a fixed rate which can be configured by specifying the number of buckets and the aggregation period. In the presented configuration, both DBM and EXPB
Table 4.2: We repeated our evaluation with the “rsync” trace and report accuracy results for our two best performing algorithms — DBM-mr and EXPB. We calculated the average relative error for each of our reference time scale and show the worst case.

<table>
<thead>
<tr>
<th>Trace</th>
<th>Output (avg)</th>
<th>Max</th>
<th>Avg. Rel. Error</th>
<th>S.Dev.</th>
<th>95th</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(peak)</td>
<td>Max</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trace</td>
<td>9.2 KBps</td>
<td>396 KBps</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>95th</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBM-mr</td>
<td>4 KBps</td>
<td>7.6%</td>
<td>14.7%</td>
<td>14.9%</td>
<td></td>
</tr>
<tr>
<td>EXPB</td>
<td>96 Bps</td>
<td>14.2%</td>
<td>5.9%</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

The cost of reduced storage overhead in DBM and EXPB is the error introduced in our measurements. However, we see that the range of average relative error rates is reasonable for max, standard deviation, and 95th percentile measurements. Further, of the DBM algorithms, DBM-mr gives the lowest errors throughout. While not shown, DBM’s errors are largely due to under-estimation, but its accuracy improves as the query interval grows. EXPB gives consistent estimation errors for max across all of our reference points, but gradually degrades for standard deviation estimates as query intervals increase. Thus, for this trace, EXPB achieves the lowest error for query intervals less than 2msec. We have divided Table 4.1 to show the worst-case errors in these regions.
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Figure 4.25: Relative error for DBM–mr algorithm shown for the 400 µs time scale with a varying number of buckets. The box plots show the range of relative errors from the 25th to 75th percentiles, with the median indicated in between. The box whiskers indicate the min and max errors.

In Table 4.2, we show the accuracy of DBM–mr and EXPB when run on the “rsync” trace with the same parameters as before. We note that again DBM–mr gives the most accurate results for larger query intervals, but now out-performs EXPB for query intervals greater than 160 µs for max and 1msec for standard deviation.

To see the effect of scaling the number of buckets, we picked a representative query interval of 400 µs and investigated the accuracy of DBM–mr as the number of buckets were varied. The results of measuring the max, standard deviation and 95th percentile on the “tritonsort” trace are shown in Figure 4.25. We see that the relative error for all measurements decreases as the number of buckets is increased. However, at 4,000 buckets the curves flatten significantly and additional buckets beyond this do not produce any significant improvement in accuracy. While one might expect the error to drop
to zero when the number of buckets is equal to the number of samples at $S_\Delta$ (5000 samples for 400$\mu$s), we do not see this since the trace is sampled at a finer granularity (78.125 $\mu$s) and the buckets are merged online. There is no guarantee that DBM will merge the buckets such that each spans exactly 400$\mu$s of the trace.

With approximations of the max and standard deviation with this degree of accuracy, we see both DBM and EXPB as an excellent, low-overhead alternative to packet tracing.

**DBM Visualization**

One unique property of the DBM algorithms is that they can be visualized to show users the shape of the bandwidth curves. Note that we proved earlier that DBM-mr is optimal in some sense in picking out bursts. We now investigate experimentally how all DBM variants do in burst detection.

In Figures 4.26 we show the output for a single, 2 second aggregation period from the “rsync” trace using DBM-mr. For visual clarity, we configured DBM-mr to aggregate measurements at a 4 msec base time scale (250 data points) using 9 buckets. Figure 4.26 shows the raw data points (bandwidth use in each 4 msec interval of the 2 second trace) with the DBM-mr output superimposed. Notice that DBM-mr picks out four bursts (the vertical lines). The fourth burst looks smaller than the 3.1 Mbps burst observable in the raw trace. This is because there were two adjacent measurement intervals in the raw trace with bandwidths of 3.1 and 2.2 Mbps, respectively. DBM-mr merged these
measurements into a single bucket of with an average bandwidth of 2.65 Mbps for 8 msec.

We show the output for all DBM algorithms in a more clean visual form in Figures 4.27a, 4.27b and 4.27c. We have normalized the width of the buckets and list their start and end times on the x-axis. Additionally, we label each bucket with its mass (byte count). This representation compresses periods of low traffic and highlights short-lived, high-bandwidth events. From the visualization of DBM-mr in Figure 4.27c, we can quickly see that there were four periods of time, each lasting between 4 and 8 msec where the bandwidth exceeded 2.3 Mbps. Note that in Figure 4.27a, DBM-mm picks out only two bursts. The remaining bursts have been merged into the three buckets spanning the period from 1440 to 1636 msec, thereby reducing the bandwidth (the y-axis) because the total time of the combined bucket increases.

In practice, a network administrator might want to quickly scan such a visualization and look for microburst events. To simulate such a scenario, we randomly inserted three bursts, each lasting 4 msec and transmitting between 4.0 and 4.4 MB of data. We show the DBM visualization for this augmented trace in bottom of Figure 4.27. DBM-mr and DBM-mm both allocate their memory resources to capture all three of these important events, even though they only represent 12 msec of a 2 second aggregation period. Again, DBM-mr cleanly picks out the three bursts.
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Figure 4.26: Visualization of events from a 2 second aggregation period overlaid with the output of DBM-mr using 9 buckets and a 4 msec measurement time scale.

Accuracy at High Load

As mentioned in Lemma 4.3.1, the error associated with the DBM algorithms increases with the ratio of total packet mass (total bytes) to number of buckets within an aggregation period. We now investigate to what extent increasing the mass within an aggregation period affects the measurement accuracy of DBM. To evaluate this, we first configured DBM to use a base time scale of $\Delta = 78.125 \mu s$ and 1000 buckets, as before, but vary the mass stored in DBM by changing the aggregation period. Figures 4.28a & 4.28b show the change in average relative error for both max and standard deviation statistics in our high-bandwidth “tritonsort” trace at a representative query time scale (400 $\mu s$) as the aggregation period is varied between 1 and 16 seconds.
Figure 4.27: Visualization of DBM with 9 buckets over a single 2 second aggregation period. The start and end times for each bucket are shown on the x-axis, and each bucket is labeled with its mass (byte count). The top figures show the various DBM approximations of a single aggregation period, while the lower graphs show the same period with three short-lived, high bandwidth bursts randomly inserted.

For DBM-mm and DBM-mv with 1000 buckets the relative error diverges significantly as the aggregation period is increased. In contrast, DBM-mr shows only a subtle degradation for max from 5.9% to 12.3%. For standard deviation, DBM-mv show
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Figure 4.28: Average relative error for the DBM with 1000 buckets and EXPB with 11 buckets shown on the “tritonsort” trace for a 400 µs query interval and various aggregation periods.

(a) Max measurements with 1000 buckets  (b) Std. Dev. measurements with 1000 buckets

consistently poor performance with average relative errors increasing from 32% to 64%, while both DBM-mm and DBM-mr trend together with DBM-mr’s errors ranging from 9.8 to 31.7%.

We contrast DBM-mr’s performance for these experiments with that of EXPB. We see that EXPB’s average relative error in the max measurement gradually falls from 2.8% to 1.9% as the aggregation period increases. Further, the error in standard deviation falls from 1.4% at a 1 second aggregation period to 0.5% at 16 seconds.

These results indicate that degradation in accuracy does occur as the ratio of the total packet mass to bucket count increases, as predicted by Lemma 4.3.1. While DBM must be configured correctly to bound the ratio of packet mass to bucket count, EXPB’s accuracy is largely unaffected by the packet mass or aggregation period.
4.4.2 Performance Overhead

As previously stated, we seek to provide an efficient alternative to packet capture tools. Hence we compare the performance overhead of **DBM** and **EXPB** to that of an unmodified vanilla kernel, and to the well-established tcpdump[5].

We implemented our algorithms in the Linux 2.6.34 kernel along with a userspace program to read the captured statistics and write them to disk. To provide greater computational efficiency we constrained the base time scale and the aggregation period to be powers of 2. The following experiments were run on 2.27 GHz, quad-core Intel Xeon servers with 24 GB of memory. Each server is connected to a top-of-rack switch via 10 Gbps ethernet and has a round trip latency of approximately 100 $\mu$s.

To quantify the impact of our monitoring on performance, we first ran iperf [3] to send TCP traffic between two machines on our 10 Gbps network for 10 seconds. In addition, we instrumented our code to report the time spent in our routines during the test. We first ran the vanilla kernel source, then added different versions of our monitoring to aggregate 64 $\mu$s intervals over 1 second periods. We report both the bandwidth achieved by iperf and the average latency added to each packet at the sending server in Table 4.3. For comparison, we also report performance numbers for tcpdump when run with the default settings and writing the TCP and IP headers (52 bytes) of each packet directly to
## Table 4.3: Average TCP bandwidth reported by iperf over 60 10-second runs. We also show the average time spent in the kernel-level monitoring functions for each packet sent. DBM and EXPB were run with a base time scale of $\Delta = 64 \mu s$ and $T = 1$ second aggregation period.

<table>
<thead>
<tr>
<th>Version</th>
<th>Buckets</th>
<th>Avg. BW</th>
<th>Overhead/Pkt</th>
</tr>
</thead>
<tbody>
<tr>
<td>vanilla</td>
<td>N/A</td>
<td>9.053 Gbps</td>
<td>0.0 nsec</td>
</tr>
<tr>
<td>DBM-mm</td>
<td>10</td>
<td>9.057 Gbps</td>
<td>256.5 nsec</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>9.010 Gbps</td>
<td>335.7 nsec</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>9.104 Gbps</td>
<td>237.5 nsec</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>8.970 Gbps</td>
<td>560.4 nsec</td>
</tr>
<tr>
<td>DBM-mv</td>
<td>10</td>
<td>9.043 Gbps</td>
<td>205.7 nsec</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>8.986 Gbps</td>
<td>327.9 nsec</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>9.067 Gbps</td>
<td>432.2 nsec</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>9.067 Gbps</td>
<td>457.2 nsec</td>
</tr>
<tr>
<td>EXPB</td>
<td>14</td>
<td>9.109 Gbps</td>
<td>169.4 nsec</td>
</tr>
<tr>
<td>tcpdump</td>
<td>N/A</td>
<td>8.732 Gbps</td>
<td>N/A</td>
</tr>
</tbody>
</table>

As discussed in section 4.3.1, we see that the latency overhead per packet increases roughly as the log of the number of buckets. However, iperf’s maximum throughput is not degraded by the latency added to each packet. Since the added latency per packet is several orders of magnitude less than the RTT, the overhead of DBM should not affect TCP’s ability to quickly grow its congestion window. In contrast to DBM, tcpdump achieves 3.5% less throughput.
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To observe the overhead of our monitoring on an application, we transferred a 1GB file using `scp`. We measured the wall-clock time necessary to complete the transfer by running `scp` within the Linux’s `time` utility. To quantify the affects of our measurement on the total completion time, we measured the total overhead imposed on packets as they moved up and down the network stack. We report this overhead as a percentage of each experiment’s average completion time (monitoring time divided by `scp` completion time). Each experiment was replicated 60 times and results are reported in Table 4.4. We see that although the cumulative overhead added by DBM grows logarithmically with the number of buckets, the time for `scp` to complete increases by at most 4.5%.

We see that our implementations of DBM and EXPB have a negligible impact on application performance, even while monitoring traffic at 10 Gbps.

4.4.3 Evaluation Summary

Our experiments indicate DBM-mr consistently provides better burst detection and has reasonable average case and worst case error for various statistics. When measuring at arbitrary time scales, EXPB has comparable or better average and worst-case error than DBM while using less memory. In addition, EXPB is unaffected by high mass in a given aggregation period. On other hand, DBM can approximate time series, which is useful for seeing how burst are distributed in time and for calculating more advanced statistics.
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<table>
<thead>
<tr>
<th>Version</th>
<th>Buckets</th>
<th>Time</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>vanilla</td>
<td>N/A</td>
<td>14.133 sec</td>
<td>N/A</td>
</tr>
<tr>
<td>DBM-mm</td>
<td>10</td>
<td>14.334 sec</td>
<td>1.3%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>14.765 sec</td>
<td>1.9%</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>14.483 sec</td>
<td>2.7%</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>14.527 sec</td>
<td>2.5%</td>
</tr>
<tr>
<td>DBM-mv</td>
<td>10</td>
<td>14.320 sec</td>
<td>1.7%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>14.344 sec</td>
<td>2.3%</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>14.645 sec</td>
<td>2.9%</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>14.482 sec</td>
<td>3.1%</td>
</tr>
<tr>
<td>EXPB</td>
<td>14</td>
<td>14.230 sec</td>
<td>0.4%</td>
</tr>
<tr>
<td>tcpdump</td>
<td>N/A</td>
<td>15.253 sec</td>
<td>7.9%</td>
</tr>
</tbody>
</table>

Table 4.4: The time needed to transfer a 1GB file over `scp`. We measured the cumulative overhead incurred by our monitoring routines for all send and receive events. We report this overhead as a percentage of each experiment’s total running time.

(i.e. percentiles). We recommend a parallel implementation where `EXPB` is used for Max and Standard Deviation and `DBM-mv` is used for all other queries.

4.5 System Implications

So far, we have described `DBM` and `EXPB` as part of an end host monitoring tool that can aggregate and visualize bandwidth data with good accuracy. However, we see these algorithms a part of a larger infrastructure monitoring system.

Long-term Archival and Database Support It is useful for administrators to retrospectively troubleshoot problems that are reported by customers days after the fact. At
slightly more than 4 KBps, the data produced by both DBM and EXPB for a week (2.4 GB per link) could easily be stored to a commodity disk. With this data, an administrator can pinpoint traffic abnormalities at microsecond timescales and look for patterns across links. The data can be compacted for larger time scales by reducing granularity for older data. For example, one hour of EXPB data could be collapsed into one set of buckets containing max and standard deviation information at the original resolutions but aggregated across the hour.

With such techniques, fine-grain network statistics for hundreds of links over an entire year could be stored to a single server. The data could be keyed by link and time and stored in a relational database to allow queries across time (is the traffic on a single link becoming more bursty with time?) or across links (did a number of bursts correlate on multiple switch input ports?).

**Hardware Implementation**  Both DBM and EXPB algorithms can be implemented in hardware for use in switches and routers. EXPB has an amortized cost of two bucket updates per measurement interval. Since bucket updates are only needed at the frequency of the measurement time scale, these operations could be put on a work queue and serviced asynchronously from the main packet pipeline. The key complication for implementing DBM in hardware is maintaining a binary heap. However, a 1000 bucket heap can be maintained in hardware using a 2-level radix-32 heap that uses 32-way comparators at 10 Gbps. Higher bucket sizes and speeds will require pipelining the
heap. The extra hardware overhead for these algorithms in gates is minimal. Finally, the logging overhead is very small, especially when compared to NetFlow.

4.6 Conclusions

Picking out bursts in a large amount of resource usage data is a fundamental problem and applies to all resources, whether power, cooling, bandwidth, memory, CPU, or even financial markets. However, in the domain of data center networks, the increase of network speeds beyond 1 Gigabit per second and the decrease of in-network buffering has made the problem one of great interest.

Managers today have little information about how microbursts are caused. In some cases they have identified paradigms such as InCast, but managers need better visibility into bandwidth usage and the perpetrators of microbursts. They would also like better understanding of the temporal dynamics of such bursts. For instance, do they happen occasionally or often? Do bursts linger below a tipping point for a long period or do they arise suddenly like tsunamis? Further, correlated bursts across links lead to packet drops. A database of bandwidth information from across an administrative domain would be valuable in identifying such patterns. Of course, this could be done by logging a record for every packet, but this is too expensive to contemplate today.

This chapter provides the first step to realizing such a vision for a cheap network-wide bandwidth usage database by showing efficient summarization techniques at links.
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(∼4 KB per second, for example, for running DBM and EXPB on 10 Gbps links) that can feed a database backend as shown in Figure 4.22. Ideally, this can be supplemented by algorithms that also identify the flows responsible for bursts and techniques to join information across multiple links to detect offending applications and their timing. Of the two algorithms we introduce, Exponential Bucketing offers accurate measurement of the average, max and standard deviation of bandwidths at arbitrary sampling resolutions with very low memory. In contrast, Dynamic Bucket Merge approximates a time-series of bandwidth measurements that can visualized or used to compute advanced statistics, such as quantiles.

While we have shown the application of DBM and EXPB to bandwidth measurements in endhosts, these algorithms could be easily ported to in-network monitoring devices or switches. Further, these algorithms can be generally applied to any time-series data, and will be particularly useful in environments where resource spikes must be detected at fine time scales but logging throughput and archival memory is constrained.
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Conclusion

In this dissertation we analyzed several problems stemming from diverse domains of computer science. The unifying theme of these problems is that an exact solution is impractical to compute in the general case. In particular, the dissertation focuses on problems on weighted graphs (Chapters 1 and 2) and streams of data (Chapters 3 and 4).

Chapter 1 considers the problem of finding a time-dependent shortest path in a \( n \)-node graph where delays on the edges are functions of time. We showed that if one wants to plot the arrival time to destination as a function of the departure time, the plotted function might change slope a super-polynomial number of times. To overcome this issue, we presented an approximation algorithm to plot such function using much fewer breakpoints but retaining a relative-error type guarantee on the arrival time at destination. It remains open to study the complexity of the arrival time function for restricted graph classes, planar graphs in particular.

In Chapter 2 we studied the problem of balanced partitions of graphs, where one wants to partition a vertex set of a graph into \( k \) disjoint subsets of approximately
equal size such that a cut metric is minimized. We showed that the problem is hard
to approximate even when the graph class is drastically restricted and described a
bicriteria PTAS with logarithmic approximation guarantees on the cut metric. A few
questions remain unanswered. Most notably, it is unknown whether it is possible to
devise algorithms with a better tradeoff between approximation and runtime than the
ones presented here.

In the second part of the dissertation, we turned our attention to problems defined
on streams of data. In Chapter 3 we developed an algorithmic framework that yields
provably error guarantees for approximating time series under various metrics in the data
stream model and other variations. The algorithms developed under the framework’s
umbrella require little memory footprint and run extremely fast. The framework is
proven to adapt to many error metrics (e.g., $L_p$ norm). However, whether the framework
can provide algorithms for other metrics of practical interests (e.g., $L_1$ norm) remains an
interesting open question.

Chapter 4 develops the ideas presented in Chapter 3 to provide methods of detecting
traffic bursts at various and especially fine-grain, time scales in computer networks. The
simplicity of our algorithms allowed implementing an efficient and flexible end-host
bandwidth measurement tool to identify traffic bursts at small time scales. The results are
encouraging in the fact that our algorithms could actually detect traffic anomalies at wire
speed on a Giga-bit link requiring only a small amount of resources. Future development
Conclusion

will include complementing our framework with algorithms to join information across multiple links in order to detect offending applications.
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